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Abstract—Today, due to the large volume of data and the high
speed of data production, it is practically imposdile to analyze
data using traditional methods. Meanwhile, data miing, as one
of the most popular topics in the present centuryhas contributed
to the advancement of science and technology in aimber of
areas. In the recent decade, researchers have magetensive use
of data mining to analyze data. One of the most ingrtant issues
for researchers in this field is to identify commonmainstreams in
the fields of data mining and to find active reseash fields in this
area for future research. On the other hand, the aalysis of social
networks in recent years as a suitable tool to stydthe present
and future relationships between the entities of anetwork
structure has attracted the researcher’s scrutiny.n this paper,
using the method of co-occurrence analysis of wordsd analysis
of social networks, the scientific structure and mp of data
mining issues in Iran based on papers indexed durinthe years
1388 to 1398 in the Civilica database is drawn, antthe thematic
trend governing research in this area has been resived. The
results of the analysis show that in the categoryfaata mining,
concepts such as clustering, classification, deasi tree, and
neural network include the largest volume of appliations such as
data mining in medicine, fraud detection, and custmer
relationship management have had the greatest usef aata
mining techniques.

Keywords— Data Mining; Scientific Map; Co-Word Analysis;
Social Network Analysis.

1. INTRODUCTION

Today, due to the increasing volume and compledfitgtata, a
suitable tool is necessary to have to analyze xiwtimg data
and gain knowledge within them. These tendenciextpire
knowledge hidden in data have led to significarawgh in

data mining [1]. Data mining, as one of the mospylar

topics in the present century, contributes to ttieaacement
of science and technology in a significant numbdredds and
disciplines [2]. With the advancement of data niniresearch
has gradually moved away from statistical approadtaving
long been considered a standard method [3]. Inntegears,

1-1. Co-Word

Due to the increasing volume of information and the
increasing speed of science production, it isdiffito observe
scientific trends and identify the knowledge hiddianthe
working texts. Therefore, today, different methoutgluding
text mining, are used to discover the hidden layefs
knowledge in different sciences. Researchers haga hble to
use these methods to discover hidden knowledgeiémtific
texts. While achieving such knowledge through tiadal
methods takes a long time and effort. One of theseniques,
having been of great popularity in recent yearsefperts in
various fields, is the co-occurrence analysis of rdsp
introduced as a new indicator to the scientific oamity. This
indicator is a suitable way to monitor the evolaotf various
sciences. The co-occurrence of words is a conteatysis
technique that expresses both the frequency o€sopnd the
relationship between them [5]. The analysis ofrdvoo-
occurrence, relying on high-frequency words, camiiy the
most important research topics in any scientifeddfj that is,
the incidence of a word indicates its importancéhi field of
science. First used in 1980 in France at the Cefder
Sociological Innovation, this method was then usedraw a
scientific map of research areas. Calvin was tis¢ tih describe
this method in 1983 and used it in his researchT&g word
co-occurrence analysis can help researchers tdifiddmey
patterns and trends that lead to a particular ahémg research
topic and emerging or declining research topica dield [7].
The method of co-word has been considered notabfgdent
years by the researchers of different countries.nyMa
researchers have studied certain areas with thihatleto
analyze and draw its structure. In this analysi®e to-
occurrence of keywords in the title, abstract eritiain text of
papers is examined. Using the method and the cd;wbis
possible to extract scientific topics and the refathip
between them directly from the thematic content T8le word
co-occurrence analysis is one of the scientometeithods that
identify the conceptual structure of a field of @agch by
analyzing the content of texts. The purpose ofrgoiaetrics is

data mining has made a tremendous impact on acadenip reveal the characteristics of scientific phenoaeand

settings and has found many applications in varfalds and
in various sciences examples of which include fitsliaations
in business, management and deception detectionsspext
mining and web mining [1]. The data mining processsists
of two main stages. The first stage is data pregmsiag and
the second stage is pattern recognition, whichasntain task
of data mining [4].

processes in scientific research for more effeatiamagement
of science; therefore, with scientometric methat$ence and
in general different scientific fields can be beteanaged and
the way can be paved for future research [9].

1-2. Scientific Map

The scientific map provides a new perspective doealing
scientific boundaries and its dynamic structure ngisi
illustrative methods [10]. The concept was coined 974 by
Henry Small and recaptured in 1980 by Howard Whitg[In
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the definition of scientific maps, it is believduhat a scientific
map is a representation of scientific fields that prepared by
guantitative analysis of bibliographic informationThe

constituent elements of scientific maps are theputst of

research fields. In these maps, the scientificdéi¢hat have a
stronger conceptual connection are placed nexaoth @ther
and the fields that have a weaker connection araetdd at a
farther distance from each other [12].

1-3. Knowledge Visualization

Knowledge visualization is a computer-aided infotiowa
processing technology that can reveal the visupéamnce of
data objects in scientific texts (such as authargwords), and
the relationships between them. To realize thealization of
thinking structure of areas of knowledge, the refethips
between objects are expressed in two-dimensionghree-
dimensional aspect, which indicates the perspecibfe
knowledge [13] and [14]. Visualizing can effectiyel
strengthen human’s knowledge to understand the &ugeint
of information and general structure of a scientffeld. Co-
word analysis is a powerful technic to visualizéestific
fields. [15] The findings of the research have shotlat
visualization through co-word analysis provides laacer
picture of that field because vocabulary analyseviges the
researcher with the basic topics of that field maverview.
Giving a clear picture of the research taken andrdening the
connection of the various fields is one of the aiaisthe
scientific map. Since scientific maps have a stmgcsimilar to
that of social networks, for illustration, analysiand
interpretation, social network analysis technigaiesused [16].

1-4. Social Network Analysis

Social media analysis is a research tool that besived a
lot of attention in recent years. [17] A socialwetk consists
of nodes that are connected by relationships. Therezarious
indicators in the analysis of these networks tlaat lse used in
scientific maps. Network size, density, centraditg important
indicators in the analysis of this type of netw$t®]. Social
network analysis is an interdisciplinary subjecttwaen
sociology, mathematics, and computer science thaséd in
various sciences such as sociology, economics, corgation
sciences, psychology, physics, and computer [18].

Many researchers have already tried to draw a Sfagen
map of different fields of science to get acqualnwgth its
hidden dimensions, which will be discussed in ddtaithe
literature review section. A review of the backgrdushows
that due to the significant increase in researtdtee to data
mining and its techniques, it is necessary to aeallje process
of this research and determine the structure ofdientific
map. As no independent research has been donaniroir the
application of co- words in clarifying the struaturand
scientific map of the data mining field, the maask of the
present study is to discover and determine a sfitentap of
data mining topics in Iran based on indexed paperthe
Civilica database, in the 10-year period from 2@D2017. The
main objectives of this research are to increasektiowledge
of common grounds in the subfields of data mining o find
active research fields in this area for researghemswing the
growth rate of using techniques and applicatiofeted to data
mining and finding which areas have been workedesa and
have the potential to work.
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The general structure of this paper is as followke
second part reviews the literature. In the third,ghe research
methodology will be described. The fourth sectioralgzes
and evaluates the results. The fifth section dealth
conclusions and future work.

2. LITERATURE REVIEW

In this section, the work done in the field of dnagy
scientific maps of various fields is reviewed.

Lin explored innovation in research through a cerpased
approach. According to his research, innovation and
entrepreneurship are among the most frequently ioresd
words in 1460 abstracts of the Journal of BusiriRaesearch
from 1973 to 2015[19]. In [20], there is found adst aimed at
identifying the areas of financial marketing resbaand the
relationship between them, analyzing papers indhés from
1961 to 2010 using the co-words. In another studg, and Su
analyzed 223 highly cited papers in the field dfcéiically
conductive nanocomposites. They combined co-wondysis
and social network analysis to depict the scientifiap and
determined the emergent fields in this area [2&j @hd Wang
studied the characteristics and status of sociaiani@ China
between 2006 and 2013 using the Co-Word Analysithode
[22]. In [23] using co-word analysis to map theusture of the
Internet of Things, the development between 2001 2014,
focusing 758 papers from the WoS database was ardmin
their study, Hu et al. examined library and infotima science
in China between 2008 and 2012 using the Co-Words
Analysis method. [24] In another study, Chang etuakd the
co-words analysis to recognize the weakness ofarelseon
clinical competence of medical students on 588 EFadeés]
Also, in [26], the structural process and concdpgualution of
research on genetically modified organisms usiegsttientific
map method was examined during the 27-year petiooh f
1990 to 2016. In another study based on paperseirpériod
from 2015 to 2019, the concepts of business, inmmvand
related concepts were examined in the scientifip [2&]. In
another study, 400 papers from the WoS databateifield
of epidemiology were examined, which analyzed isgetated
to epidemiology using co-words analysis [28]. Arestistudy
in [29] is a comprehensive review of academic nedea
between 1975 and 1975 on the degradation of polyratter
gamma irradiation based on papers published inWheS
database. Another study in the field of child-cotepu
interaction has been conducted based on the reeiel)59
papers from the ACM database related to the pe2@@B to
2018 on the method of co-words analysis [30]. Ofieot
research on the topic is environmental crisis mamamt based
on data from 2005 to 2018 WoS database [31], thieweof
research trends and patterns on the subject ommending
systems based on academic journals in China froé4 20
2013 [32], and the knowledge structure of non-madic
methods in the period 1987 to 2017 based on theords
method [33].

A review of the literature on the subject showd tha co-
word is one of the methods used in most scientacnstindies
to draw a thematic structure in various scientffedds. The
present study seeks to identify and plot the detdd of data
mining with the help of the co-word method with amalytical
view. This research seeks to answer the followingstjons:
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In Fig.2, the trend of growth of data mining papershown
from 1388 to 1398.

As can be seen in the figure, the highest numbartafies
was in 1394. Also, of the total number of articasblished
during this period, 96% were related to the papeesented at

* What are the most important and widely used subge conference and 4% were the share of articlbtisbed in
clusters in the field of data mining?

« What is the trend of Iranian scientific productionghe
field of data mining over a period of 10 years?

« What are the key and high-frequency words in Inania
scientific productions in the field of data mining?

*  Which fields are active in the field of data minthg TABLE 1 MATCHING SYNONYMS

3. RESEARCH METHODOLOGY

In this research, the co-words analysis, whichnis of the
scientometric methods, has been used to obtaintifjable
quantitative information from the data mining domairhe
research population is 3057 papers in the fieldai& mining
that are indexed in the Civilica database in thiéogeof 2009

Synonymous keywords alternative

Decision tree, Optimal Decision tree, Decision trees, Decision tree

Neural Networks, Artificial Neural Networks, MLP
Neural Networks

Neural network

i ; Machinelearning, Machine learning Algorithm, ML Machine
to 2019. The review of these papers has been dored 9 9A'g : learning
periods of the first 5 years (1388-1393) and these (1398- Support Vector Machine, SYM Algorithm, SVM SVM
1393). For this research, the word data miningissiered as

Classification, Classifier, classification Algorithm Classification

the core. All keywords related to the 3057 papeosnfthe
Civilica site that included this title in their keprd collection
were collected using the Selenium Library in Pyth&ach
keyword is then considered as a node in the netwoekwork

edges are also defined as connections between wbhdse
will be an edge between the two nodes if the twabeisqwords)
are shared in the list of keywords of a paper. rAf@lecting

all the words, the pairwise relationship betwedrttasd words
was examined and if the two words had a commonrpape
edge was defined between them. Given that researdbenot
consider a certain standard for the selection gfvkeds, and
the selection of these words is done by interadhe collected
data set, many keywords, despite being the sanmnoept
and meaning, are considered in different papersh sas
"neural network”, “"neural networks", “artificial weal

networks" and "MLP neural networks" that all conteg same
concept. This causes a node to be considered dorlesyword
in the network resulting from the keywords of trepers, and
as a result the network has duplicate nodes instefmaoncept.
In addition to creating isolated nodes in the nekwand

TABLE 2. NUMBER OF PAPERS IN TWEB-YEAR PERIODS

period First(1388-1393) Second(1393-1398

No. of papers 1098 1959

No. of keywords 4101 7326

Data Acquisition from The CIVIVLICA DB

s

Keyword Extraction Based on Papers

2

Pre-processing and matching of synonyms Ward

forming very small communities with a maximum ofoB 4
nodes, this makes the results of the analysis eitect the
reality of the problem. To solve this problem, aibrds are
examined in terms of form and concept, and wordb e
same meaning are considered as a single nodeisTdhisme as
a combination of machine and manual, as Table Wshgart
of the matching of synonyms.

4. ANALYSIS OF RESULTS
As mentioned, in order to study the scientific stowe of

"

Create Network Using Gephi (0.9.2)

-

Analysis of results and Interpretation

Fig. 1. Workflow of science mapping

the data mining field, the articles were examinetio 5-year _ 600
periods, the results of which can be seen in T2blhe results -4
show that the number of data mining articles in Shgears S 400
leading up to 1398 increased from 1098 in the fietiod to s
1959 in the second period, which had a growth o4%8 and 5 200
consequently the frequency of keywords rose by%8fm 2
4101 to 7326. § 0

The synonyms having been matched as a part
preprocessing, the corresponding network is ploiteterms
of preprocessed data and finally, the analysis d@se. In
Fig.1, the steps to implement the research arershow

13
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88 89 90 91 92 93 94 95 96 97 98

Year

Fig. 2. trend of growth of data mining papers
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journals. Table 3 shows the percentage of conferesmd
journal articles based on the two periods endind383 and
1398.

As seen in Fig.3, the methods of data mining are

categorized into predictive modelling (supervisedhd
descriptive modelling (unsupervised).

Based on the keywords of the articles collectedindur
2009-2010, the results were extracted and evaldatdte two
categories. For this purpose, the techniques dfigiree and
descriptive modeling subsets were compared. Thétseshow
that descriptive methods in the first period upl893 and in
the second period up to 1398, respectively, weed 22% and
14% more than predictive methods. Also, the resoliicate
that in the whole period of 1388 to 1398, desargtinethods
have been used 16%
classification and regression as techniques of igtred
modeling and clustering methods and associatiorsrs
descriptive modeling techniques have been most lised
research. The analysis of the results showed tmang the
sub-techniques of decision tree classification,ralenetwork,
support vector machine and among the clusteringnigqaes,

the k-means method has been used the most in golvin

problems. Table 4 shows the growth rate of usingseh
techniques for the period up to 1398 compared &b tip to

1393 and as can be seen, the support vector maamiheeural
network (in predictive modeling) and k-means (irsctétive

modeling) have the highest growth rate used inisghdata
mining problems.

Regarding the applications of data mining in vasifields,
the results of the analysis show the applicatiodaifi mining
in medicine, in customer-related issues such adomes
relationship services, analysis of customer bemamal finally
in issues of fraud detection had the largest sbaresearch in
the period under review. Meanwhile, as can be seg&able 5,
medical data mining with 56% and fraud detectiothwi6%
had the highest growth rate in the 5-year periodirgn1398
compared to the 5-year period ending 1393 and neameugt of
customer relationship with 20% growth is in thirkhge. This
indicates that in recent years, data mining in kiadi and
fraud detection topics in applications such as lmanpke-

commerce and the insurance industry have become mor

popular.

In this article, the concept of social network geed and in
particular centrality analysis have been used @antifly data
mining domains. In centrality analysis, importanhda
influential nodes are identified in terms of vasocentrality
criteria. For the specific applications consideredhis paper,

more. The results also show th

Data Mining
Techniques
1
1 1
Predictive Descriptive
Data Mining Data Mining
Techniques Techniques
I . Association .
Classification Regression Rule Clustering
1
I 1 1
Neural Decision s\;’:gz?
Network Tree Machine

Fig. 3. classifying data mining techniques

TABLE 3. PERCENTAGE OF JOURNAL PAPERS AND CONFERENCE PAPERS

at

PUBLISHED IN TWO PERIODS

period First(1388-1393) Second(1393-1398
Conference 97.5% 95%
papers
Journal papers 2.5% 5%

TABLE 4 .THE GROWTH RATE OF USING DATA MINING TECHNIQUES

Technique

The growth rate of the second period to the first

period

SVM

46%

Neural
network

42%

Decision tree

32%

k-means

30%

TABLE 5. THE GROWTH RATE OF USING DATA MINING APPLICATIONS

Application

The growth rate of the second
period to the first period

Data mining in medicine

56%

Data mining in fraud
detection

46%

Data mining in customers
service relationship

20%

TABLE 6. DEGREE BETWEENNESSAND CLOSENESS CENTRALITY (FIRST FIVE

YEARS LEADING TO93)

the important criteria of centrality are the degtastweenness,

and closeness described in the previous sectidresvalues of

degree centrality, betweenness, and closenessdoespective

network are calculated in the first and second &-yaeriods.

Tables 6 and 7 show the values of 5 nodes that kHawe

Betweenness Centrality Closeness Centrality Degree Cenlitg
Node Name Value Node Name Value Node Name Value
Clustering 1736.9 Clustering 0.84] Decision Trep 816
Decision Tree 730.71 Decision Tree 0.7 Clustering 80R
Classification 621.09 Classification 0.74 Classificatio 694
Association Rule |  360.70 Neural Networ 0.68 Neural Network 548
Prediction 302.13 Prediction 0.65] Prediction 467

greatest centrality. Of the words reviewed in tieéwork, the
issues of "decision tree", "classification", "nduratwork" and

"clustering" have the greatest centrality of deghstweenness

TABLE 7. DEGREE BETWEENNESSAND CLOSENESS CENTRALITY (SECOND

FIVE YEARS LEADING TO98)

and closeness, which indicate the much productfoarticles

and extensive work on these topics. From the pafimew of

betweenness centrality, the higher the mentionetlesa

suggest that these words play a greater mediatitegim the

network. From a centrality point of view, closenaso

Betweenness Centrality Closeness Centrality Degree Cenlitg
Node Name Value Node Name Value Node Name Value
Clustering 2045.2 Clustering 0.77| Decision Treg 1668
Decision Tree 1362.9 Neural Networl 0.7§ Neural Network 4861
Neural Network 1254.5 Classification 0.73 Classificatior] 1262
. - Medical
Classification 1233.7 Decision Tree 0.73 Datamining 1196
Prediction 543.2 Prediction 0.68 Prediction 1196

14
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means that these words can be connected to otdesrio the
convenience network and are more closely relatedther
topics.

Community detection

In this research, Gephi software has been usedaw dnd
analyze network results. Also, the results areyaeal based

than others. From this point of view, it can be enstbod that
clusters are more or less related to each othexdbars the
distances they have from each other; Closer contiearare
basically areas that have more
communication. For example, "clustering”, "decisitee",
"medical data mining" and "neural network" are amdhe
items in close communities and related fields thenlmer of

on Girvan -Newman and Louvain community detectionjoint researches among which is more than otherscadso, as

algorithms [34]. According to the Girvan -Newmagaithm,
the number of communities in the first five yea90, and in
the second 5- years is 133. The results, accorthnghe
Louvain algorithm are five communities in the firstyears
and 6 communities in the second 5-years, whictshosvn in
Figs 4 and 5. This shows that according to the houv
algorithm, community detection is very general canagl to
the Girvan -Newman algorithm. The results of bdoathms
confirm that in the first 5-year period, unsupeedsmodeling
with focus on clustering ,issues and supervisedatiogl with
focus on classification and issues related to g@ieation of
data mining techniques, especially issues relasgedRM and
medicine, respectively are the most important. $&me trend
has been repeated in the second 5-year periodnaticd i10-
year period from 1388 to 1398.

The representation of the network of data miningepa
analysis in 10 years is presented in Fig.6. As seéig.6, the
blue community with focus on clusterifmgcludes data mining
issues in sales and customer discussions, and elewy
community with focus on classification includes alatining
topics in medicine. It can be analyzed that clastibn is used
more in medical data mining topics, but clusteisigsed more

in CRM topicsOur results show that in the field of data mining

techniques, the discussion of fuzzy logic has becanore
prominent in recent years. It can be analyzed Hiate
uncertainty is always present in issues, reseaciél turn
more to fuzzy topics in the future.

As can be seen in these figures, some communitekess
distant from each other than the others, and théans that
related research is more common among these cortiesuni

Fig. 4. schema of network( 88-93)
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can be seen from these figures, in the second i5;ydae
density of subjects such as clustering, neural otw
prediction and medical data mining is much highent the
previous period, which indicates the focus of regeas about
using these themes.

Regarding the key and high frequency words in &ani
scientific productions in the field of data mininghich is
considered as one of the research questions, asrséégs 7

and 8, " Decision Tree "," neuratwerk

clustering ",

Fig. 5.

schema of network( 93-98)

AN 1
] ;,Lr 051
SVM 7

Fig. 6. schema of network( 88-98)

in common and more
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"and" classification " has the highest frequencyegfetition in
their articles.

Also, words such as medical data mining and innewat
and meta-innovative algorithms in the 5-year pegading in
1398, in terms of repetition frequency, have gaitggher
growth compared to other words. This shows thateicent
articles and researches, the category of data gninimedical
issues has been more considered by researchers.

Examining the results based on network analysisyais
found that the terms "clustering”, "classificatipffjrediction”,
"neural network”, "medical data mining", "supporector
machine”, "Innovative algorithms" and "machine teag"
have been most used in research during the 10{yer@dod
studied in this article. Fig.9 shows the trend eing these

keywords in articles in this field.

Fig.10 shows the trend of using keywords in peiagatin
different years.

heuristic and meta-...
Fuzzy System
CRM
Medical data mining
Association Rule

Prediction

Words

Neural Network
Classification
Decision tree

Clustering

50 100 150 200 250

Frequency

Fig. 7. keywords with the greatest frequency in five ydeasling to 93

Machine Learning
CRM
SVM

heuristic and meta-...
Prediction
Medical data mining
Classification
Neural Network
Clustering

Decision tree

100 200 300 400

Frequency

Fig. 8. keywords with the greatest frequency in five ydaasling to 98
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5. CONCLUSION

Analysis of scientific texts and articles in a Spbred field
highlights the specific topics of that field andveals other
topics related to the main topic. Today, data ngriswidely
used in various fields. The need for familiarityttwits various
fields as well as important topics and updatesrésearch is
more and more essential for researchers. In thidearbased
on the analysis of social networks as well as corde , the
scientific map and the network corresponding to dategory
of data mining and its sub-domains were drawn. fEiselts of
this study showed that data mining and its sub-dasrare still
considered as interesting topics to researchersvaiious
sciences. Also, based on this research, it wasdfabat in
some sub-fields as well as fields related to datang such as
fuzzy logic, recommend systems, text-mining, seetim
analysis, the potential for conducting and contigunew and
applied research is on the rise and less atterstipaid to other
related topics that interested researchers carctsdar their
research topics in these areas. Finally, identfyiand
predicting sub-domains that may be more likely écle focus
of researchers' research in the future and exagimnends in
different domains over different periods, and $hene issue in
valid databases such as Scopus and WoS can beeskpale
future work in this area.

120
100
80
60

40

1388 1389 1390 1391 1392 1393 1394 1395 1396 1397 1398

wClustering Neural Network

Decision tree Classification
== Medical data mining «w heuristic and meta-heuristic Algorithms
~—Prediction ——SVM

=—=Machine Learning

Fig. 9. Trend of using data mining keywords

1396

1388 1389 1390 1391 1392 1393 1394 1395 1397 1398

= Clustering ~—=Neural Network

Decision tree Classification
= Medical data mining ~ heuristic and meta-heuristic Algorithms
= Prediction —SVM

——Machine Learning

Fig. 10.trend of using data mining keywords
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