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A B S T R A C T  

Accurate traffic classification is important for various network activities such as accurate network management and proper 

resource utilization. Port-based approaches, deep packet inspection, and machine learning are widely used techniques for 

classifying and analyzing network traffic flows. Most classification methods are suitable for small-scale datasets and cannot achieve 

a high classification accuracy owing to their shallow learning structure and limited learning ability. The emergence of deep learning 

technology and software-driven networks has enabled the application of classification methods for processing large-scale data.  

In this study, a two-step classification method based on deep learning algorithms is presented, which can achieve high classification 

accuracy without manually selecting and extracting features. In the proposed method, an Autoencoder was used to extract features 

and remove unnecessary and redundant features. In the second step, the proposed method uses the features extracted by the 

autoencoder from a hybrid deep-learning model based on the CNN and LSTM algorithms to classify network traffic.  

To evaluate the proposed method, the results of the proposed two-stage hybrid method is compared with comparative algorithms 

including decision tree, Naïve Bayes, random forest. The proposed combined CNN+LSTM method obtains the best results by 

obtaining values of 0.997, 0.972, 0.959, and 0.964, respectively, for the evaluation criteria of, accuracy, precision, recall, and F1 

score. 

The proposed method is a practical and operational method with high accuracy, which can be applied in the real world and used 

in the detection of security anomalies in networks using traffic classification and network data. 

Keywords— Network Traffic Classification, Deep Learning, Software-oriented Network, Autoencoder. 
 

 

1. Introduction  

Network traffic identification is an essential function for 
network systems, which facilitates accurate management 
through the classification of network traffic flows [1]. 
Currently, there are many approaches for identifying and 
predicting network traffic, including port-based approaches, 
deep packet inspection, and machine learning [1,2,3]. Port-
based approaches are also known as payload-based 
approaches. Today, due to the prevalence of dynamic port 
numbers in applications, these approaches are no longer 
effective [4]. The deep packet inspection approach is an 
expensive approach due to the high computational cost [5] and 
also the inability to inspect encrypted traffic. Therefore, to face 
these challenges, more intelligence should be used in network 
tools. Traditional computer networks consist of a large number 
of forwarding equipment, i.e., routers and/or switches, which 
are operated by many protocols and run a wide range of 
applications. The existence of this heterogeneity in 
infrastructure complicates network management and 
performance optimization.   Traditional networks are 
distributed systems where each forwarding device maintains a 
local view of the entire network. Therefore, using machine 
learning techniques in a system whose elements have limited 
visibility is another big challenge [6]. 

  Software-defined networking is an architecture that 
separates control and data traffic. This architecture consists of 
three layers including the data, control, and application layer. 
SDN has three APIs namely north, south, and east-to-west. The 
Northbound API is an interface for connecting network and 
control layer applications. Southbound API connects data and 
control layer in SDN [7]. SDN architecture has certain 
challenges and limitations in the field of security, scalability, 
and supportability. The feature of separating the data level 
from the control level in these networks has brought new 
advantages and challenges to researchers. 

Various methods have been developed and presented to 
deal with attacks and intruders on computer systems and 
networks, which are known as intrusion detection methods. 
Detecting and identifying misuse and unauthorized use of 
computer network systems and resources by users is one of the 
main goals of intrusion detection methods. Intrusion detection 
systems form effective and efficient classification patterns and 
models for detecting and identifying normal behaviors from 
suspicious, and abnormal behaviors.  

2. Related works  

Kalkan et al. [8] proposed a joint entropy-based scoring 
system (JESS) to detect and mitigate DDoS attacks. They use 
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shared entropy as a Criterion to detect DDoS attacks without 
significantly increasing the workload on switches. 

Lima et al [9] introduced a method to more effectively 
protect the network against DDoS attacks through statistical 
analysis of traffic entropy. They presented a model in Mininet 
for verification.  

Kumar et al. [10] presented a solution, which can 
effectively detect and mitigate SYN flood attacks in SDN, 
which starts by calculating the entropy of the destination IP 
addresses, then uses a set of TCP flags chosen as random 
variables, and finally identifies the attacker through adaptive 
thresholding. 

 Peng et al. [11] proposed an abnormal traffic detection 
algorithm, DPTCM-KNN. This algorithm can effectively 
improve the abnormal flow detection accuracy while reducing 
the false alarm rate in the DDoS detection process. Although 
many researchers have proposed various solutions based on 
machine learning algorithms for DDoS detection in SDN, 
these methods still have problems in accuracy and efficiency. 

X.-D. Zang et al. [12] started with flow characteristics and 
proposed a set of more accurate and comprehensive flow 
indicators. The authors extracted 9 single features and 39 dual 
features from different dimensions such as time, location, 
category, and intensity to form the spectrum of IP address 
traffic behavior features. Fine-grained traffic features greatly 
improve detection accuracy. 

Kho et al. [13] improved the DDoS detection algorithm. 
They proposed a DDoS detection method based on K-FKNN 
and a detection system to improve detection efficiency and 
accuracy. In addition, some researchers have reduced the 
channel overhead between the data plane and the control plane 
by improving the flow data collection method and improving 
detection efficiency. 

Kokila et al. [14] used a support vector machine (SVM) to 
classify DDoS attacks with high accuracy and low false 
positive rate. The SVM classifier was compared with other 
classifiers used for DDoS attack detection and SVM provided 
more accurate classification than other techniques. Real-time 
detection of DDoS and integration of traffic patterns built in 
SVM with SDN controller was their future work. 

In the paper presented by Van et al. [15], fuzzy logic is used 
to detect real DDoS attack traffic in SDN. The authors have 
solved the existing problems of the OpenFlow protocol. They 
proposed a fuzzy logic-based DDoS mitigation algorithm that 
uses multiple criteria for DDoS detection. Their system 
demonstrated the ability to detect and filter 97% of attack 
streams with a false positive rate of 5%. They would like to 
extend the OpenFlow protocol to achieve robust and faster 
performance.  

In this research, some important methods in the field of 
anomaly detection systems in software-based networks are 
studied and investigated. All methods try to discover unusual 
traffic in a short time and with the highest detection accuracy. 
The possibility of using the anomaly detection system in large 
and high-speed networks is one of the most important 
challenges in the field of security in these networks. But the 
discussed methods are not very accurate in large networks and 
high volume of traffic. Most classification methods are suitable 
for small-scale datasets and cannot achieve high classification 

accuracy due to their shallow learning structure and limited 
learning ability. The emergence of deep learning technology 
and software-based networks enable applied classification 
methods to process large-scale data. Deep learning is a 
promising approach for classifying and predicting big data to 
extract hidden patterns such as traffic characteristics. 
Therefore, in this research, the classification of network traffic 
using deep learning algorithms is used to detect and reduce 
security anomalies in software-based networks using network 
traffic classification. In this regard, feature extraction from 
network traffic data is first done using the self-encrypting deep 
learning algorithm, to reduce the dimensions of the data and 
remove redundant features. In the second step, the features 
extracted by the autoencoder will be used as input for 
classification based on deep learning algorithms. 

3.  Method 

Machine learning is a data analysis method that identifies 
internal patterns and makes decisions based on the collected 
information. Machine learning algorithms can be studied in 
two ways, supervised learning and unsupervised learning. 
Supervised learning uses labeled training data. But in 
unsupervised learning, unlabeled training data is used, this 
method tries to extract information through classification 
based on the degree of similarity in observation points [16]. 

In this section, the proposed method is a two-step method 
based on feature extraction with a deep Autoencoder, and 
classification with a proposed hybrid method based on CNN 
and LSTM deep learning algorithms. This method is proposed 
to detect and reduce security anomalies in software-based 
networks using network traffic classification and the different 
parts and steps of the proposed two-step method are described. 
The proposed two-step method consists of different sections 
and steps, for better understanding, the flowchart of the 
proposed two-step method is shown in Figure 1. 

According to the flowchart of the proposed method shown 
in Figure 1, the purpose of this research is to detect and reduce 
security anomalies in software-based networks. This method is 
based on network traffic classification using a two-stage 
system based on feature extraction with deep self-encryption 
and hybrid deep learning algorithms based on CNN and 
LSTM. In this regard, the Moore traffic data set is first read 
and preprocessed. This preprocessing includes three steps: 
normalization, removing missing values, and converting string 
values to numbers if any. The target data set has 248 features, 
which in the first stage uses a deep Autoencoder to reduce the 
dimension and remove redundant features. New features are 
extracted so that the dimension of 248 reduces to 100 new 
features after dimension reduction. 

This action removes redundant features, which lowers the 
classification accuracy. In the second step, the new extracted 
and reduced dimensionality features are divided into two parts, 
training and testing, and are used as input to the deep learning 
model based on CNN+LSTM algorithms. The training dataset 
is used to train and learn the model, and the test dataset is used 
to evaluate the performance of the model on the test data. In 
the current research, 20% of the data is considered as test data 
and 80% of the data is used to train the model. The results 
obtained by the proposed hybrid method based on 
CNN+LSTM deep learning algorithms are compared with 
CNN and LSTM deep learning algorithms and decision tree, 
Naïve Bayes, random forest, and AdaBoost machine learning 
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algorithms. To evaluate the comparative criteria of accuracy, 
correctness, recall, and f1 score, the obtained results are 
reported in the form of a graph. 

3.1. Introduction of the dataset used 

The proposed method in this research has been evaluated 
on the real traffic data set. In this regard, the Moore data set 
will be used, which was proposed by the computer laboratory 
at the University of Cambridge and it has been used in many 
research works related to traffic classification. This dataset 
consists of several separate datasets collected during different 
intervals of the day, and each dataset contains only TCP traffic 
flows. In each data set, for each TCP traffic flow, 248 flow 
attributes such as flow size, flow duration and the 
corresponding class label of that request are recorded. All 
network flows are classified into 10 different classes as shown 
in Table 1. 

3.2. Preprocessing 

  Before processing the data, it is necessary to perform pre-
processing on it, so that it can be used in other steps. Because 
in many cases, due to the existence of non-numeric values, the 
existence of missing values, and non-normality of the data, the 
data cannot be used directly. In this section, the pre-processing 
performed on the data is described. 

In many cases, the data set may have missing values. In 
data analysis, sometimes some observations are considered 
missing for various reasons, that is, there is no valid value for 
one or more characteristics of that data. How to deal with these 
observations in data analysis is very important, because of the 
importance of their results, especially in sensitive decisions. 
To overcome the problem of missing data, the most common 
method is to delete the missing data. Therefore, in the proposed 
two-step method, the data set has been examined and if there 
are missing values, these values are removed. 

Dataset standardization is a common requirement for many 
machine learning algorithms. A machine learning algorithm 
may behave badly if a single feature is not more or less similar 
to the standard normally distributed data. For example, many 
elements used in the objective function of learning algorithms 
assume that all features are centered at zero and have the same 
variance. If one feature has a larger variance than the others, it 
may dominate the objective function and the algorithm cannot 
learn from the other features as expected. In the proposed two-
step method for normalization, Min-Max scaling is used to 
change the data to the interval between zero and one so that all 
columns become in the same interval, and the algorithm should 
not be biased toward larger values. For this purpose, the 
MinMaxScaler library from the Sklearn software package was 
used. 

3.3. Deep learning models used in the proposed method 

As mentioned earlier, a two-step deep learning method was 
used in this research to classify network traffic, in which the 
Autoencoder was first used to extract features. And then in the 
second step, the output of the Autoencoder, i.e., the extracted 
features, is fed as input to the proposed combined deep 
learning model based on CNN and LSTM. In the following, 
the description and explanation of the details of each of the 
models are given and the architecture of the implemented 
models is described. 

 

Figure. 1. Flowchart of the proposed two-step method 

Table 1. Classification of network flows  

Traffic class 
Applications and related 

programs 

WWW HTTP, HTTPS 

MAIL POP, SMTP, IMAP 

FTP-CONTROL FTP 

FTP-PASV FTP 

FTP-DATA FTP 

ATTACK Worms, Viruses, Port Scans 

P2P Kazaa, BitTorrent, Gnutella 

DATABASE postgres, mysql, oracle, ingres 

MULTIMEDIA Audio and video playback 

SERVICES DNS, IDENT, NTP 
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3.4. Autoencoder model used for feature extraction 

In the proposed two-stage method, in the first stage, the 
features of the data related to the network flow are extracted 
by an Autoencoder. The extracted features are fed to the next 
stage as the input of the selected classification, which is a 
combination of CNN and LSTM algorithms in the proposed 
method. In the following, the details of the Autoencoder and 
the implemented Autoencoder architecture are described. 
Autoencoders [17] are unsupervised artificial neural networks 
that are used to generate new data through a sequence of 
encoding and decoding processes. The first is implemented by 
an encoder dedicated to compressing the input into a space of 
hidden variables. While the latter is implemented by a decoder 
that is involved in reconstructing the input based on the 
information contained in the hidden variables. For this 
purpose, the encoder-decoder pair is implemented by two 
symmetric neural networks. An autoencoder network has the 
same input and output dimensions. This network transforms 
the input into a hidden profile and then reconstructs the input 
from this hidden profile. Recently, autoencoders are used as 
production data models, where the input data is converted into 
an abstract form and then decoded to the original data by 
estimating the same function. One of the advantages of 
autoencoders is extracting useful features and discarding 
unnecessary features [18]. The autoencoder architecture 
consists of neural networks with one or two hidden layers such 
as multilayer perceptron. The main purpose of Autoencoder 
networks is input reconstruction. While in multilayer 
perceptron, the network tries to predict the desired output 
based on specified inputs. In autoencoders, the number of input 
and output nodes must be the same. In the encoding process, 
the input vector x is mapped to h with the transformation 
matrix W in the hidden layers. Then, in the decoding process, 
the Autoencoder reconstructs the vector x^' with the new 
weight matrix W^'. Mathematically, if x=x^', then: W’=WT. 
Figure 2 shows the general architecture of Autoencoder. 

According to the above descriptions, encryption can be 
defined as Equ(1): 

  

 h = W(1)𝑥 + b(1)                                    (1)    (1) 

Then, in the hidden layer h, the input is reconstructed as 
Equ (2): 

y= g (W(2)ℎ + b(2)) (2) 

Usually, the encoding and decoding layers are non-linear. 

The main parameters of Autoencoders are = 

{W(1), b(1); W(2), b(2)}   θ . If the encoding and decoding were 
appropriate, the cost function 𝐽θ should have a minimum 
value.(Equ(3)) 

𝐽θ=min 
1

𝑚
∑ (𝑦(𝑖) − 𝑥(𝑖))2𝑚

𝑖=1  (3) 

    That 𝑥(𝑖) is the i-th training sample. 

Autoencoder training is done in two stages [19]. 
Unsupervised learning and fine-tuning of network weights. 
One of the most important factors in the first stage is the 
appropriate selection of the activation function. In this 

research, the relu activation function is used. In the training 
phase, forward propagation is applied to each input to calculate 
the output value, and then the derivative x' of x is calculated. 
In the final step, the error is back-propagated through the 
network to update the weights. In the network optimization 
stage, standard learning methods and gradient descent 
algorithms are usually used to change the parameters of each 
layer. But this algorithm is one of the slowest optimizers. In 
this research, AdamOptimizer is used, which is mostly used in 
deep learning. AdamOptimizer uses Adam algorithm to 
control the learning rate. The advantage of this algorithm 
compared to the gradient descent algorithm is the use of the 
moving average of the parameters (momentum), which helps 
the Adam algorithm to use larger and more effective steps 
without the need for precise adjustment [20,21]. The 
implemented Autoencoder architecture is shown in Figure 3. 

As shown in Figure 3. In the proposed method, an 
automatic encoder with a 2-layer encoding network and a 2-
layer decoding network is used. The dimension of the hidden 
layer is set equal to 100. This value was set by testing different 
values and selecting the optimal value. They have an encoding 
dimension of 100, the input with dimensions of 248 is 
compressed by passing through the autoencoder layers, and 
finally, it is coded into 100 new features in the middle layer. 
That is, in the designed self-encoder, the encoded profiles will 
have dimensions equal to 100. In other words, redundant 
features are removed by the autoencoder, and 248 network 
traffic data features are coded into 100 new features. In the 
following, the classifier used to classify network traffic is 
described. 

3.5. Combined CNN+LSTM model used for network 

traffic classification 

In order to take advantage of both CNN and LSTM deep 
learning algorithms to extract spatiotemporal features. We 
extract location-dependent features by CNN and extract time-
dependent features by LSTM. The architecture of the proposed 
CNN+LSTM hybrid model is shown in Figure 4. 

 

Figure. 2. The general structure of an Autoencoder  
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Figure. 3. Figure 3: Autoencoder architecture implemented 

3.6. Evaluation criteria 

Three criteria of accuracy, precision, recall, and F1 score 
will be used to evaluate the proposed two-step method. To 
define these criteria, it is necessary to first define the 
Confusion Matrix. Because these criteria are obtained based on 
the Confusion Matrix Which is shown in Table 2. A confusion 
Matrix is a table that is often used to describe the performance 
of a classification model on a set of test data whose true values 
are known. The Confusion Matrix is expressed based on the 
following concepts: 

True positive (TP): Data samples from the network flow 
that the algorithm predicted as attacks, and in reality, these 
samples are attacks. 

True negative (TN): Data samples that the algorithm has 
predicted as normal data flow of the network, and in reality, 
this flow and data samples are normal. 

False Positive (FP): Samples that the algorithm has 
mistakenly predicted as attacks, but in reality, these samples 
are normal network flow samples. 

False negative (FN): samples that the algorithm has 
mistakenly predicted as normal samples, but in reality, these 
samples are attack samples, in other words, it is equal to an 
attack on the network that is not detected. 

Accuracy: The ratio of the number of correctly classified 
requests to the total number of requests. This measure is used 
to evaluate the accuracy of the applied classifier in the entire 
data set. The accuracy of the classification focuses more on 
correctly distinguishing the positive class from the negative 
one, determines the overall performance of the classifier, and 
shows how many of the total test cases are correctly classified 
by the classifier. Accuracy is expressed as Equ(4). 

 

Figure. 4. A hybrid CNN+LSTM model architecture is implemented 

Table 2. Confusion Matrix  

 Proposed class 

Positive False 

Real class 

Positive True positive (TP) False negative (FN) 

False False Positive (FP) True negative (TN) 
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Accuracy =
TP + TN

TP + TN + FP + FN
 (4) 

  

Precision: Precision is the percentage of requests that are 
correctly classified in a given class. This criterion measures the 
reliability of the classification and expresses the ratio of real 
attacks among the warned attacks and is expressed as Equ(5). 

𝑃𝑟ecision =
TP

TP + FP
 

 

  (5) 

Recall: Recall is the percentage of requests belongs to the 
class i which are correctly classified into the specified class i. 
Recall, also known as sensitivity and true positive rate, 
represents the proportion of true attacks detected by the model. 
the recall is expressed in the form of Equ(6). 

𝑅𝑒call =
TP

TP + FN
 

 

   (6) 

F1 score: This is the weighted average of the true positive 
rate (recall) and precision. the recall is expressed in the form 
of Equ(7). 

𝐹1 𝑠𝑐𝑜𝑟𝑒 = 2 .
precision . recall

precision + recall
 (7) 

4.  Results 

In this section, the results of the implementation of the 
proposed two-step method and the comparative algorithms 
implemented on the Moore network traffic data set are 
discussed. For this purpose, using Autoencoder, features have 
been extracted from the data. In the next step, the classification 
of network data is done using the combined method based on 
CNN+LSTM deep learning algorithms. The results of the 
implementation of the proposed hybrid method have been 
compared with the deep learning algorithms of CNN and 
LSTM and the machine learning algorithms such as the 
decision tree, Naïve Bayes, random forest, and AdaBoost, and 
the results of the execution of each of the algorithms are 
reported and compared in terms of precision, recall, and f1 
score. 

4.1. Evaluation of the proposed two-step method 

In this section, the proposed two-step method is 
implemented on the Moore data set, and the results obtained 
by the proposed hybrid model based on CNN+LSTM and 
comparative algorithms are reported based on the criteria of 
accuracy, precision, recall, and F1 score. In the following, the 
accuracy and loss diagram of the proposed combined method 
during training and validation phase is shown in Figure 5. 

As it can be seen from the diagram in Figure 5, the Loss 
diagram of the model decreases during training with a uniform 
and continuous process without much fluctuation, and after 
150 repetitions, it remains almost constant and finally reaches 
a value of 0.0027, which is close to zero. Also, according to 
the obtained results, which can be seen in the figure, during the 
training of the proposed hybrid model, the accuracy value 
increases and finally, the accuracy value of 0.9991 is obtained 

from the training data. In the following, the results of the 
proposed hybrid model based on CNN+LSTM and 
comparative algorithms have been evaluated on the test data 
using the criteria of precision, recall, and F1 score. 

4.2. Evaluation and comparison based on precision 

criteria 

Figure 6 shows the evaluation of the proposed two-step 
method and comparative algorithms on the Moore data set 
based on the precision criterion. 

 

Figure. 5. Accuracy and Loss diagram of the proposed model 

 

Figure. 6. Evaluation of the proposed method and comparative algorithms 

based on precision criteria 
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As shown in Figure 6, the combined model based on 
CNN+LSTM has achieved the best performance with a 
precision value of 0.972. The random forest algorithm is in the 
next place with a precision value of 0.967. Adaboost algorithm 
also obtained the weakest result among the comparative 
algorithms by obtaining a precision value equal to 0.331. In the 
following, the evaluation of the proposed two-step method and 
comparative algorithms based on the recall criteria has been 
discussed. 

4.3. Evaluation and comparison based on the recall 

criterion 

The evaluation results of the proposed method and 
comparative algorithms based on the recall criteria are shown 
in Figure 7. 

Based on the evaluation and the obtained results, which can 
be seen in Figure 7, the combined CNN+LSTM method has 
obtained the highest recall value of 0.959 compared to the 
comparative algorithms. Also, the decision tree algorithm has 
achieved a better performance than other algorithms by 
obtaining a value of 0.95 for the recall criterion and is placed 
in the next position. The weakest result is related to the 
Adaboost algorithm with a recall value of 0.258. In the 
following, the proposed method and comparative algorithms 
are evaluated based on the F1 score criterion. 

4.4. Evaluation and comparison based on F1 score 

criteria 

The evaluation results of the proposed combined 
CNN+LSTM model and comparative algorithms based on the 
F1 score criterion are shown in Figure 8. According to the 
evaluation results shown in Figure 8, the proposed 
CNN+LSTM model has the best performance and has 
performed better than other algorithms by obtaining F1 score 
equal to 0.964. The CNN algorithm is also placed in the next 
position with a F1 score value equal to 0.957. Adaboost 
algorithm also obtained the weakest result among the 
comparative algorithms by obtaining the value of F1 score 
equal to 0.198. 

 

Figure. 7. Evaluation of the proposed method and comparative algorithms 

based on the recall criteria 

In the following, the evaluation of the algorithms and the 
obtained results are summarized. 

4.5. Evaluation and comparison based on the Confusion 

Matrix 

The evaluation results of the proposed combined 
CNN+LSTM model and comparative algorithms based on the 
Confusion Matrix are given in this section. In the Confusion 
Matrix, the vertical column shows the real class of each data 
and the horizontal column shows the class predicted by the 
model. The diameter of the Confusion Matrix also shows the 
correctly predicted values, that is, it shows examples of each 
class that the algorithm correctly recognized and classified as 
part of the same class. In Figure 9, the Confusion Matrix of the 
LSTM model is shown. 

As shown in Figure 9, the algorithm had good accuracy in 
data classification and was able to distinguish the samples of 
each class with good accuracy. The most error of the model in 
recognizing the samples, belongs to the data of ATTACK and 
P2P class with 62 data, which are wrongly classified. Next, the 
Confusion Matrix of the CNN algorithm is shown in Figure 10. 

 

Figure. 8. Evaluation of the proposed method and comparative algorithms 

based on F1 score criteria 

 

Figure. 9. The confusion matrix related to the LSTM model 



International Journal of Web Research, Vol. 6, No. 1, Winter- Spring, 2023 

 
24 

According to the obtained results shown in Figure 10, the 
CNN model has obtained better results than the LSTM 
algorithm and has been able to distinguish the samples of each 
class with good accuracy. The most error of the model in 
recognizing the samples belongs to the data from the 
ATTACK class with 44 samples, which is classified as WWW 
class. Next, the Confusion Matrix of the combined 
CNN+LSTM model is shown in Figure 11. 

According to the Confusion Matrix diagram shown in 
Figure 11, The proposed combined CNN+LSTM method has 
better results than the two deep models of CNN and LSTM and 
other algorithms and has been able to distinguish the samples 
of each class with good accuracy. The most error of the model 
in recognizing the samples belongs to the data from the 
ATTACK class with the number of 38 data, which are wrongly 
classified as WWW class. In the following, the Confusion 
Matrix of the decision tree algorithm is given in Figure 12. 

 

Figure. 10. Confusion matrix related to the CNN model 

 

Figure. 11.  Confusion matrix of CNN+LSTM model 

The confusion matrix of the decision tree algorithm is 
shown in Figure 12. According to the obtained results, the 
decision tree algorithm performed poorly compared to deep 
learning models and has a few wrong classifications in all 
classes. The most error of the decision tree algorithm in 
recognizing samples belongs to data from the mail class with 
44 data, which are wrongly classified. Next, the Confusion 
Matrix of the Naïve Bayes algorithm is shown in Figure 13. 

As shown in Figure 13, the Naïve Bayes algorithm 
performed very poorly. And data classification has many 
errors in such a way that it has predicted a large part of the data 
in the wrong class. In some classes such as DATABASE, there 
was not even one correct prediction. Next, the Confusion 
Matrix of the random forest algorithm is shown in Figure 14. 

According to the obtained results, which are shown in 
Figure 14, the random forest algorithm had good accuracy in 

 

Figure. 12. Confusion matrix of decision tree algorithm 

 

Figure. 13. Confusion matrix of Naïve Bayes algorithm 
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data classification. It has been able to separate the samples of 
each class with good accuracy and obtain results close to the 
combined model. The most error of the model in recognizing 
samples belongs to data from MAIL, ATTACK, and P2P 
classes with the number of 31, 27, and 26 data respectively, 
which are wrongly classified. Next, the Confusion Matrix of 
the AdaBoost algorithm is shown in Figure 15. 

As shown in Figure 15, the AdaBoost algorithm has the 
weakest result among all algorithms. And like the Naïve Bayes 
algorithm, in some classes such as SERVICES, ATTACK, and 
DATABASE, it does not even have one correct prediction. In 
the following, algorithms are compared based on the AUC 
criterion. 

4.6. Evaluation and comparison based on the AUC 

criterion 

The evaluation results of the proposed combined 
CNN+LSTM method and comparative algorithms based on the 
AUC criterion are given in this section. The greater the area 

 

Figure. 14. Confusion matrix of random forest algorithm 

 

Figure. 15. The Confusion matrix of the AdaBoost algorithm 

under the graph and the AUC criterion, the better the 
performance of the model in data classification and 
recognition. Next, the AUC diagram of the LSTM model is 
shown separately for each class in Figure 16. 

According to the evaluation results shown in Figure 16, the 
LSTM model has an AUC criterion value equal to 1 for FTP-
CONTROL class data. which indicates the 100% correct 
classification of the model for this class of data. That is, the 
model was able to correctly recognize almost all samples 
belonging to this class. The lowest value of the AUC criterion 
in the LSTM model is also obtained for data from the P2P class 
with an AUC value equal to 0.79. Next, Figure 17 shows the 
AUC diagram of the CNN model separately for each class. 

According to the obtained results shown in Figure 17, the 
CNN model has an AUC criterion value equal to 1 for FTP-
CONTROL, FTP-DATA, and MAIL class data, which 
indicates the classification with high accuracy for these classes 
of data. The lowest value of the AUC criterion in the CNN 
model is also obtained for data from the P2P class with an 
AUC value equal to 0.92. Next, Figure 18 shows the AUC 
diagram of the combined CNN+LSTM model separately for 
each class. 

 

Figure. 16. Evaluation of the LSTM model based on AUC criterion 

 

Figure. 17. Evaluation of CNN model based on AUC criterion 
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Figure 18 shows the results obtained by the combined 
CNN+LSTM prediction method. According to the results, this 
model has an AUC criterion value of 1 and 0.99 for most of 
the classes, which indicates a better classification for these 
classes of data. It means, the model has been able to classify 
samples belonging to most classes with high accuracy. The 
lowest value of the AUC criterion in the combined method was 
also obtained for data from the ATTACK class with an AUC 
value of 0.91. Next, in Figure 19, the AUC diagram of the 
decision tree algorithm is shown separately for each class. 

According to the results obtained from the implementation 
of the algorithm shown in Figure 19. The decision tree 
algorithm has an AUC value equal to 1 for data from the FTP-
CONTROL and FTP-DATA classes. The lowest value of the 
AUC criterion in the decision tree was also obtained for data 
from the P2P class with an AUC value equal to 0.93. Next, in 
Figure 20, the AUC diagram of the Naïve Bayes algorithm is 
shown separately for each class. 

According to the evaluation results shown in Figure 20, the 
Naïve Bayes algorithm has an AUC criterion value below 0.5 

 

Figure. 18. Evaluation of CNN+LSTM model based on AUC criterion 

 

Figure. 19. Evaluation of the decision tree algorithm based on the AUC 

criterion 

for most data classes. And it is a very poor performance in the 
field of traffic classification and detection. The lowest AUC 
value is also for data from the SERVICES class with a value 
of 0.08. Next, Figure 21 shows the AUC diagram of the 
random forest algorithm separately for each class. 

According to the evaluation results shown in Figure 21, the 
random forest algorithm has an AUC criterion value of 0.99 
for most classes. and has obtained a performance close to the 
hybrid model. The lowest value of the AUC criterion in the 
random forest algorithm was also obtained for data from the 
P2P class with an AUC value equal to 0.90. Next, Figure 22 
shows the AUC diagram of the AdaBoost algorithm separately 
for each class. 

According to the evaluation results shown in Figure 22, the 
AdaBoost algorithm, like the Naïve Bayes algorithm, has an 
AUC criterion value close to 0.5 for most classes. The lowest 
value of the AUC criterion in the AdaBoost algorithm was also 
obtained for data from the FTP-CONTROL class with an AUC 
value equal to 0.51.  

 

Figure. 20. Evaluation of Naïve Bayes algorithm based on AUC criterion 

 

Figure. 21. Evaluation of random forest algorithm based on AUC criterion 
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Figure. 22. Evaluation of AdaBoost algorithm based on AUC criterion 

In the following, the result of the comparison of the 
proposed combined CNN+LSTM method with comparative 
algorithms including CNN and LSTM deep learning 
algorithms and machine learning algorithms including 
decision tree, Naïve Bayes, random forest, and AdaBoost are 
discussed based on accuracy, precision, recall, and F1 score 
criteria. Table 3 shows the results of implementation and 
execution. 

As can be seen from Table 3, in the proposed two-step 
method after implementation on the Moore data set, the 
proposed CNN+LSTM model obtained values of 0.997, 0.972, 
and 0.959. 0.964 for accuracy, precision, recall, and F1 score, 
respectively and has the best performance among all compared 
algorithms. Among the comparative algorithms, the CNN 
algorithm performs better than other algorithms by obtaining 
values of 0.997, 0.964, 0.954, and 0.957 respectively for the 
criteria of accuracy, precision, recall, and F1 score. The 
weakest results belong to the AdaBoost algorithm with values 
of 0.722, 0.331, 0.258, and 0.198 respectively for accuracy, 
precision, recall, and F1 score. 

5. Conclusion 

In this research, a two-step method based on feature 
extraction with a deep autoencoder and classification with a 
hybrid method based on CNN and LSTM deep learning 
algorithms were presented to detect and reduce security 
anomalies in software-based networks using network traffic 
classification. The implementation results were analyzed and 
compared based on the criteria of accuracy, precision, recall, 
and F1 score and the results of the proposed method were 
compared with CNN and LSTM deep learning algorithms and 
decision trees, simple Bayes, random forest, and AdaBoost 
machine learning algorithms. In the proposed two-step 
method, the proposed CNN+LSTM model obtained values of 
0.997, 0.972, and 0.959. 0.964 has the best performance among 
all algorithms for accuracy, precision, recall, and F1 score, 
respectively. Among the comparative algorithms, the CNN 
algorithm performs better than other algorithms by obtaining 
values of 0.997, 0.964, 0.954, and 0.957 respectively for the 
criteria of accuracy, precision, recall, and F1 score. The 
weakest results belong to the AdaBoost algorithm with values  

Table 3. Results of evaluation and comparison of algorithms 

Algorithm Accuracy Precision Recall F1 score 

Decision tree 0.993 0.946 0.95 0.948 

Naïve Bayes 0.952 0.778 0.581 0.611 

Random forest 0.995 0.967 0.945 0.955 

AdaBoost 0.722 0.331 0.258 0.198 

CNN 0.997 0.964 0.954 0.957 

LSTM 0.993 0.96 0.906 0.928 

CNN+LSTM 0.997 0.972 0.959 0.964 

of 0.722, 0.331, 0.258, and 0.198 respectively for accuracy, 
precision, recall, and F1 score. Therefore, it can be concluded 
that the proposed method is a practical and operational method 
with high accuracy, which can be applied in the real world and 
used in the detection of security anomalies in networks using 
traffic classification and network data. 
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