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A B S T R A C T  

The majority of wireless sensor network (WSN) security protocols state that a direct connection from an attacker can give them 

total control of a sensor node. A high level of security is necessary for the acceptance and adoption of sensor networks in a 

variety of applications. In order to clarify this issue, the current study focuses on identifying abnormalities in nodes and cluster 

heads as well as developing a method to identify new cluster heads and find anomalies in cluster heads and nodes. We simulated 

our suggested method using MATLAB tools and the Database of the Intel Research Laboratory. The purpose of the performed 

simulation is to identify the faulty sensor. Using the IBRL database, sensors that fail over time and their failure model is the 

form that shows the beats in the form of pulses, we find out that the sensor is broken and is of no value. Of course, this does not 

mean that the sensor is invasive or intrusive. We have tried by clustering through Euclidean distance that identify disturbing 

sensors. But in this part of the simulation, we didn't have any data that shows disturbing sensors, it only shows broken sensors. 

We have placed the sensors randomly in a 50 x 50 space and we want to identify the abnormal node.  
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1. Introduction 

Wireless sensor networks (WSN) are one of the most 
promising areas of information and communication 
technology at the moment. This innovative technology offers 
limitless potential for a variety of uses in several fields such 
as environmental research, medicinal applications, military, 
transportation, entertainment, crises management, home 
security and intelligent spaces. The main limitations of WSNs 
are their high energy consumption, poor communication, 
limited computational capacity and scalability [1]. WSNs 
have been used in numerous practical applications that 
significantly enhance our quality of life. Security is a major 
concern because WSNs are so widespread and new 
technologies have recently been developed [2]. As a possible 
technology WSNs have attracted a lot of attention. Although 
various research has focused on WSNs only a few have 
examined their security vulnerabilities in depth. Systems that 
don't adhere to security standards may give attackers the 
opportunity to lower the overall system performance [3]. In 
hostile environments protecting WSNs against malicious 
attacks is essential. Due to several resource limits and the 
unique features of a wireless sensor network the security 
design for such networks is exceedingly challenging [4]. Due 
to the open nature of wireless media and the regular 
interactions between sensor nodes (WSNs) security has been 
intimately tied to the accuracy of the data and the 
dependability of the network [5]. Traditional approaches that 
require significant overhead in processing and 
communication are not practical in WSNs due to resource 
limitations in the sensor nodes. Consequently, designing and 
deploying secured WSNs is a difficult task [6]. Due to their 
hardware resource limitations, Wireless Sensor Networks 
(WSNs) continue to face significant issues with regard to 
energy consumption and security efficiency [7].  

 

The position of each sensor node in Wireless Sensor 
Networks is one of the most crucial pieces of information. 
Attackers are especially drawn to this type of information 
since it exposes the real positions of nodes leaving the entire 
network open to various types of intrusion [8]. Data in 
wireless sensor networks can be vulnerable to errors and 
malicious assaults which makes it unreliable. We must 
therefore identify abnormal nodes in order to provide a 
reliable system [9]. Strong spatio-temporal correlations are 
displayed by many heterogeneous sensors which can be 
exploited to help with the wireless sensor network's issue 
with problematic node detection. It has been demonstrated 
that identifying bogus data injection attacks using corruption 
in these correlations is successful [10]. In a WSN 
independent nodes perceive and observe the space around us 
by observing and feeling things like temperature, sound, 
vibration, and more. WSN may transport data to base stations 
(BS) and carry out various sorts of processing including as 
data gathering, data sensing and data processing. It can also 
be used to determine the most efficient path for data 
transmission between nodes and BS [11]. 

The secret to protecting the energy resources of sensor nodes 
is effective cluster head (CH) selection in rounds. As a result, 
ensuring CH selection with the proper security resources 
without reducing energy efficiency is difficult. The 
aforementioned trade-off can be resolved by optimizing 
coverage and energy under the condition that a certain level 
of security is maintained [12]. The majority of WSNs 
however are constrained by particular factors such as   low 
processing power and unsupervised environments [13]. 
Problems with consumption of energy and transmitting 
patterns that impede efficient data transfer must also be 
addressed [14]. Data integrity and network node 
authentication are additional major issues with these 
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applications. With the exception of military applications, 
there are some circumstances where data integrity and 
authentication are more crucial than confidentiality. In many 
applications, the user wants to be certain that the event they 
have obtained is accurate before making a crucial decision. 
As a result, we must build a security protocol that is both 
efficient and does not require more energy. The difficulty of 
identifying abnormal occurrences in nodes has long been 
considered in these networks [15].  

The majority of wireless sensor network (WSN) security 
protocols state that a direct connection from an attacker can 
give them total control of a sensor node. A high level of 
security is necessary for the acceptance and adoption of 
sensor networks in a variety of applications. In order to 
clarify this issue, the current study focuses on identifying 
abnormalities in nodes and cluster heads as well as 
developing a method to identify new cluster heads and find 
anomalies in cluster heads and nodes. The following are the 
paper's main contributions: Section 2 evaluated security 
articles and various techniques for detecting anomalies in 
sensor nodes. Our proposed method for locating anomalies in 
sensor and cluster head nodes is presented in Section 3. In 
Section 4, we use the Intel Research Laboratory Database and 
MATLAB software to simulate our suggested method. In 
section 5, 6, 7, we presented the efficiency and accuracy of 
our proposed method compared to previous methods. 

2. Related Work 

   By expanding a diagrammatic filtering framework, a 
method for detecting spectral anomalies is proposed. To 
convey important information about the data measured, this 
diagram was chosen. A dependency graph-based filtering 
technique is used to plot diagram signals in sub, normal, and 
anomalous space while the projected result is used to find 
anomalies. The distance between the sensors can be used to 
improve the local performance of anomaly detection in the 
suggested method, which is applicable to the turbulence of 
strong parameters and is compatible with a number of scoring 
criteria. On the other hand, this strategy has a weakness in 
that the frequency of the near-anomaly may be equal to the 
desired frequency [16].  

For the purpose of identifying sensor node anomalies, 
techniques based on the generation of predictions for 
comparison and detection have been presented. This strategy 
takes into account the temporal and spatial relationships 
among physiological variables. Data from various sensor 
nodes is received by a base station or node with more 
memory and processing power. A dynamic threshold is then 
used to identify the error and generate alarms using majority 
vote analysis to identify unusual sensors. In order to predict 
the sensor value, the established dynamic threshold for error 
calculation, the established majority voting to determine 
whether to generate an alarm and the prediction of the value 
of one sensor at a time based on data history are all applied. 
Finally, anomalies and error alarms are detected using the 
dynamic threshold calculation technique and the majority 
vote, respectively. Between the predicted values and the 
sensor-provided values, the error computation stage detects a 
difference greater than the threshold value. The threshold for 
telling an error warning apart from a genuine warning has 
been reached. This approach establishes an accuracy 

threshold value that varies over time by analyzing historical 
data which raises the cost of computation [17].  

In another method data was obtained utilizing mobile data 
gathering equipment. Each area's mobile data collection 
machine is in charge of gathering information from the area's 
cluster head nodes. The anomaly detection algorithm is used 
by the mobile information machine in place of sensor nodes. 
The disadvantage of this method is that it relies on a mobile 
data gathering unit that roams the environment to find 
abnormal nodes. As a result, some abnormal nodes might not 
be present and thus go undetected when that portion of the 
network is being examined. On the other side, due to 
environmental issues, a machine may be unable to reach the 
desired sites. Furthermore, this expensive technology cannot 
immediately defend against attacks because it does not 
operate online. This strategy is not scalable and effective in 
networks with lots of sensors [18]. The method of anomaly 
detection using a mobile data collection system is shown in 
Figure 1. 

In [19] genetic algorithm has been used to generate 
signature and fuzzy logic to generate rule set for anomaly 
detection. Generating the signature on each iteration may take 
a long time. For large networks, the number of rules will be 
very large. A new fitness function is designed for genetic 
algorithm (GA) and using artificial neural network (ANN) as 
a classifier to detect abnormal nodes. In [20] provides an 
optimal solution by providing an integrated framework that 
combines the use of a high-cost yet highly accurate detector, 
called an oracle detector, and a low-cost, low-accuracy 
detector, called a partial detector. A detection pattern is 
created and optimized using the first-order approximation 
method. Simulation results show that combining multiple 
detectors in an optimal pattern is necessary to provide low 
execution time overhead. 

Anomaly detection is one such area to prevent malicious 
attacks or reduce errors and noisy data in millions of wireless 
sensor networks. Outlier detection models should not 
compromise the quality of data. It should detect anomalies in 
offline or online mode with accuracy, better performance and 
minimum network resource consumption. There are various 
machine learning techniques that have been used by several 
researchers these days to detect outliers. This paper presents a 
survey on outlier detection in WSN data using different 
machine learning techniques [21]. In [22] a distributed online 
OCSVM is formulated for anomaly detection in networks and 
the decentralized cost function is obtained. To get a 
decentralized implementation without transferring the 
original data, a random approximation function is used to 
replace the kernel function. Furthermore, to find a suitable 

 

Figure. 1. Detecting anomalies with a mobile data collection machine 
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approximation dimension, a sparse constraint is added to the 

decentralized cost function to obtain another one. Then these 

two cost functions are minimized by stochastic gradient 

descent and two distributed algorithms are derived. 

 In [23] for the first time, introduce autoencoder neural 
networks to WSN to solve the problem of anomaly detection. 
A two-part algorithm is designed, which is based on the 
sensors and the cloud of the Internet of Things, respectively, 
so that (i) anomalies in the sensors can be fully distributed 
and without the need to communicate with any other sensor 
or cloud ; identified, and (ii) the relatively more 
computationally intensive learning task can be performed by 
the cloud at a much lower (and configurable) frequency. In 
[24] machine learning-based methods for outlier detection are 
discussed, among which Bayesian network seems to be 
advantageous over other methods. Bayesian classification 
algorithm can be used to calculate the conditional 
dependency of nodes in WSN. This method can also calculate 
the amount of missing data.  

In [25] an anomaly detection method (STCIE) using 
spatio-temporal correlation and information entropy is 
proposed. By exploiting the spatial-temporal relationship of 
the sensor data, maximum correlation and weighted variation 
coefficient are introduced. The maximum correlation and 
weighted coefficient of variation are used to analyze the 
status of sensor nodes, and the confidence interval method is 
adopted to realize the adaptive threshold update. To improve 
the detection accuracy, the abnormal sensor node is 
confirmed by the linear least square estimation method using 
information entropy (IE-LLSE). Information entropy is 
adopted to analyze data fluctuations to achieve the best 
prediction accuracy. In [26] proposes an anomaly detection 
algorithm based on mean shift and median absolute deviation 
(MSAMAD), which detects wormhole attacks by detecting 
abnormal number of transmissions and abnormal one-hop 
time between nodes. MSAMAD does not require special 
hardware and precise time synchronization, and the 
communication overhead is low. The simulation results show 
that this method has a higher detection rate than other 
methods, especially in short-range wormhole attacks. 

3. Proposed Method 

Clustering is used to find a solution to the issue with the 
mobile data collection machine technique. The Euclidean 
distance is used to group the sensor nodes, which are 
distributed at random in a given area. The network is assumed 
to have a single hop, and each cluster is given a failing cluster 
head. Without the aid of middlemen, all nodes can connect 
directly to the sink node. However, three issues need to be 
addressed: 

a) Detection of Abnormal Node 

There are abnormal nodes found in the relevant cluster 
heads. A distinctive identification number is assigned to 
every node. A threshold is set in order to identify the data. 
The cluster head analyzes the data from the nodes, and if a 
node's data is below or above the defined threshold value, it is 
identified as an anomalous node based on its unit ID and its 
data is ignored. As a result of the cluster head processing a 
significant amount of data with a constrained bandwidth, 
even though we have more sensor nodes than the reference 

method, the processing volume in the sink does not increase. 
Figure 2 shows how the cluster head detects node anomalies. 

b) Detection of an abnormal cluster head 

The sink node is in charge of identifying abnormalities in 
head nodes by comparing the cluster head's current behavior 
with its previously recorded correct behaviors in the sink, and 
as a result, the transmitted data is incorrect. The cluster head's 
sink is also eliminated, and depending on how much energy a 
failing cluster head uses, it should be replaced. The sink has 
detected a cluster head anomaly in Figure 3. 

c) Determination of a new cluster head 

In order to avoid selecting the anomalous node as the 
cluster head after the discovery of cluster head anomalies, 
specific procedures for selecting the new cluster head based 
on the amount of energy are taken into account. The first 
node sends a Hello message to its neighbors to identify the 
cluster head and asks them for some energy when it discovers 
a flaw in the cluster head and does not receive a confirmation 
message from the sink via the cluster head. The mother node 
resends the cluster head's confirmation message before 
transmitting it if the majority of nodes approve the cluster 
head. A new cluster with a new mother node will begin to 
form if no confirmation message is received. It has a blacklist 
of abnormal nodes even though not every node from the prior 
cluster responds to this new request. The sink and cluster 
head, respectively, are in charge of inspecting for cluster head 
sensor failure at the cluster head and node levels. The cluster 
head flags the node as abnormal and removes it from the 
circuit if a hardware issue is discovered. The cluster head 
saves the data if a node fails, and the sink node saves the data 

 

Figure. 2. Detection of node anomaly by cluster head 

 

Figure. 3. Detection of cluster head anomaly by the sink 



International Journal of Web Research, Vol.5, No. 1, Winter-Spring, 2022 

69 

 if the cluster head does. If the cluster head fails for any 
reason, the circuit is broken, and the mother node requests a 
replacement, which it selects based on the highest level of 
energy. The new cluster head must report the old cluster head 
as destructive. Figure 4 displays the cluster head 
determination algorithm. 

4. Simulation of the Proposed Method 

Finding the defective sensor is the simulation's goal. 
Using the Intel Research Laboratory Database, a collection of 
gathered measurements with deteriorating sensors that is 
freely accessible, we duplicate the MATLAB software's 
solution. In terms of their failure model, these sensors 
manifested as shock pulses that can be detected. It is 
discovered that the sensor has failed, rendering the data 
useless. However, this does not imply that the sensor is 
hostile or bothersome. This work used Euclidean distance to 
cluster sensors in order to identify bothersome ones. Because 
we had a database that only revealed failing sensors that 
deteriorate over time rather than bothersome sensors, we 
randomly distributed the sensors in this part of the simulation 
in a 50*50 rectangle space divided into nine equal portions. 
In Figure 5, Normal and abnormal nodes, as well as cluster 
head nodes, are represented by +, a circle, a square, and a 
rhombus, respectively. 

Each round of the software's operation identifies 
abnormal nodes before sending the data from the cluster head 
to the sink. Since all cluster heads have direct access to the 
sink and send their data there, the network is viewed as a 
single hop in this scenario. Several things didn't happen in 
this simulation, like the cluster head being able to reach all of 
the nodes. There is still a cluster head in that framework and 
our clustering structure is unharmed. Our clustering size 
would have varied if our nodes were more dispersed, 
followed by the formation of larger or smaller clusters. All 
nodes are in the same cluster so the range is still good. To do 
this, a threshold is established to identify aberrant nodes 
(temperature above 40% and humidity below 18%). The 
reference article's threshold is chosen for convenience, even 
though new standards can be created. Depending on the 
application and signal, there are several simple ways to set a 
threshold. Anomalies result from the combination of 
unnatural conditions—in this instance, the ambient 
temperature is above 40 °C and the humidity is below 18 
°C—which are both present. Because there is a link between 
sensor failure and network performance, an unreliable node 
for transmitting data is likely to have energy issues.  

As a result, in the event of an anomaly, the anomalous 
node may also be labeled as a bad node, implying that we 
don't trust the data it sends and that it is unreliable on the 
network. In light of this assumption and simulation, we seek 
to confirm that our approach, which plots anomalous nodes 
and cluster heads and displays clusters with anomalous 
nodes, is effective. The appropriate cluster head detects the 
node anomaly in each section. As part of the protocol for 
locating the anomalous node, a number is added to the 
counter if the temperature or humidity is greater than or lower 
than 40. When the node counter reaches two, the node is 
deemed abnormal. The misbehaving node is depicted as a 
circle. The cluster head notifies the sink of the node anomaly 
in subsequent rounds when this node fails to transmit data to 
it. The sink identifies the anomalous cluster head by  

 

Figure. 4. Cluster head determination algorithm 

 

Figure. 5. Normal and abnormal nodes and cluster head 

comparing the cluster head's present behavior to its previous 
behavior. To accomplish this, a number of actions are taken. 
The cluster head sends the average data to the sink after 
gathering data from each node. The energy of the cluster head 
is decreased by half a joule for each time the information is 
transmitted. The cluster leader is believed to have behaved 
morally and gave the sink the right information every ten 
rounds during the first ten rounds in which information is 
sent. The data is compared to the average data from the 
previous ten rounds, starting with the eleventh round. The 
cluster head is referred to as an anomalous cluster head if the 
information is more than twice the average or less. Squares 
represent the cluster heads, which will be eliminated in 
subsequent rounds. The new cluster head is chosen as the 
member with the most energy among the other nodes. Nodes 
2, 3, 5, 13, 15, 16, 17, 18, 27, 31, 40, and 54, according to 
simulation results, have anomalies. As illustrated, the amount 
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of data sent in the information sending section exceeded or 
fell below the threshold, causing the node to malfunction. In 
the humidity diagram, Figure 6 shows a going pulse that 
represents the anomaly in node 2. 

Near the beginning of the diagram, the anomaly can be 
seen in nodes 3, 16, 18, and 54 as reciprocating pulses. As an 
illustration, Figure 7 displays the diagram of node 16. 

Figure 8 depicts the node 5 anomaly as noise anomalies. 

Nodes 15 and 17 have oscillating anomalies, and data 
transmission is disrupted. Figure 9 displays the node 15  
diagram. Even though breaks cannot be referred to as 
anomalies, there is a connection between them, and the 
interrupts here show that the entire device has failed. 

 

Figure. 6. The anomaly of node 2 

 

Figure. 7. The anomaly of node 16 

 

Figure. 8. The anomaly of node 5 

Figure 10's anomaly at node 18 shows a sharp rise in 
which the humidity is constant while the temperature rises 
quickly. 

Node 31 has an anomaly in the form of successive pulses, 
as shown in Figure 11. 

Figure 12 depicts the node 40 anomaly, which appears as 
oscillating pulses. 

5. The Performance Evaluation 

The accuracy of our algorithm, which finds anomalies, is 
based on a number of factors. The comparison criterion 
should verify that aberrant nodes are found using the 
threshold and that no nodes with detectable anomalies remain. 

 

Figure. 9. The anomaly of node 15 

 

Figure. 10. The anomaly of node 18 

 

Figure. 11. The anomaly of node 31 
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Many different types of sensors use this technique and in 
extremely large dimensions; nevertheless, in terms of data, it 
is not equivalent to the reference method. Due to the usage of 
a mobile data gathering unit, the reference technique cannot 
handle enormous amounts of data. The process used by the 
robot to collect data is incredibly time-consuming, has a 
sizable delay, and takes exponentially longer as the number 
of sensors rises. Additionally, the cost increases exponentially 
along with the increase in mobile data collection units. It is 
possible to test more than 57 sensors, but the Intel Laboratory 
Database only contains 57. In Figure 13, normal and 
abnormal nodes are represented by a + and a circle, 
respectively. A square and a rhombus are used to represent 
aberrant and new cluster head nodes, respectively. 

6. ACCURACY DIAGRAM 

Figure 14 displays the accuracy diagram. The number of 
nodes and their corresponding accuracy percentages are 
displayed on the horizontal and vertical axes, respectively. A 
node is not regarded as abnormal if its accuracy is 100, which 
indicates that there have been no errors. If the accuracy is less 
than 100, an anomaly has occurred in that node, and if the 
accuracy is lower, the anomaly is more serious. If an 
abnormality is discovered twice in a node using the proposed 
method, the node is classified as abnormal. Node 31 has more 
abnormalities than the other nodes, according to the diagram. 

7. Roc Diagram 

The effectiveness of the proposed method was shown 
using a Receiver Operating Characteristic (ROC) diagram in 
terms of the rate of false positives and detection. The 
horizontal and vertical axes of the ROC diagram depict a 
false positive rate and a true positive rate, respectively. The 
Mahalanobis Distance (MD) method is used to create the 
ROC diagram. Sensor anomalies are detected using the MD 
between anticipated and real multivariable instances. System 
outputs are designated as Positive (P) or Negative (N) in two-
tier prediction (binary classification). A "True Positive" is a 
circumstance where the experiment's outcome matches the 
prediction of P and the actual results are P. (TP). However, 
this is referred to as a "False Positive" if the real numbers are 
N. (FP). When both the predicted and actual values are 
negative, this situation is referred to as "True Negative" (TN). 
A prediction result of N when the actual data is P also 
produces a "False Negative" (FN). Eq.(1) calculates the 
Detection Rate (DR) as follows: 

 Detection Rate (True Positive Rate)           () 

Equivalent (2) can be used to determine the False Positive 
Rate (FPR) if TP and FP are true and false positive values, 
respectively. 

 False Positive Rate                     ()    

Figure 15 depicts the relationship between the DR and the 
false positive rate for the suggested technique using a ROC 
diagram. A high DR and low false alarm rate are ideal for an 

 

Figure. 12. The anomaly of node 40 

 

Figure. 13. Detection of node and cluster head anomalies by the proposed 

method 

 

Figure. 14. Accuracy diagram 

anomaly detection system. Figure 15 shows aberrant nodes 
seen in space. The error value is lower when the graph is 
higher. In comparison to other nodes, the highest graph is 
associated to node 3, and it has the least amount of 
inaccuracy. The lowest graph, on the other hand, belongs to 
node 31, which has the most inaccuracy. 

8. Conclusion 

This paper presents a novel approach for clustering-based 
anomaly detection in WSN nodes. The cluster head and sink 
node, respectively, were found to have node and cluster head 
anomalies. The Intel Laboratory Dataset was used to assess 
the solution's effectiveness, and a threshold was created to 
detect node anomalies in the cluster head. Furthermore, the 
cluster head anomaly was discovered based on its previously  
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Figure. 15. ROC diagram 

documented sink characteristics. The proposed solution has a 
few advantages over the current method. In this proposed 
method doesn't need any external circuits or extra resources. 
However, because of its physical makeup, the data collection 
apparatus might be duped by questionable nodes. 
Additionally, as opposed to the data gathering apparatus, the 
sink node, assumes control of a new node. Our method is 
online, so it can quickly fend off threats. Our main 
contribution is the development of a novel approach for 
identifying intrusive nodes in WSNs by employing clustering. 
Our proposed method can improve efficiency, scalability, and 
online specificity. 

9. Future Works 

In this paper, a solution has been developed to detect 
abnormal nodes and cluster heads in wireless sensor networks 
for single-step networks, where all nodes have direct and 
immediate relationship with the sink. This method can be 
generalized for multi-step networks. 
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