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Abstract— E-commerce websites, based on their structural 

ontology, provides access to a wide range of options and the 

ability to deal directly with manufacturers to receive cheaper 

products and services as well as receiving comments and ideas of 

the users on the provided products and services. This is a 

valuable source of information, which includes a large number of 

user reviews. It is difficult to check the bulk of the comments 

published manually and non-automatically. Hence, sentiment 

analysis is an automated and relatively new field of study, which 

extracts and analyzes people's attitudes and emotions from the 

context of the comments. The primary objective of this research 

is to analyze the content of users' comments on online sale e-

commerce websites of handcraft products. Sentiment analysis 

techniques were used at sentence level and machine learning 

approach.  First, the pre-processing steps and TF-IDF method 

were implemented on the comments text. Next, the comments text 

were classified into two groups of products and services 

comments using Support Vector Machine (SVM) algorithm with 

99.2% accuracy. Finally, the sentiment of comments was 

classified into three groups of positive, negative and neutral using 

XGBoost algorithm. The results showed, 95.23% and 95.12% 

accuracies for classification of sentiments in comments about 

products and services, respectively. 

Keywords—Machine Learning; Opinion Mining; Online 

Reviews; Sentiment Classification; TF-IDF; Xgboost  

1.  INTRODUCTION  

The growth of e-commerce and, consequently e-commerce 
websites, had a significant impact on people's life. In this 
situation, many people share their opinions about online 
products and services as well as services offered by e-
commerce websites during the shopping process [1]. Also, e-
commerce websites enable users to easily submit comments on 
products and services to improve the quality of products and 
services, identifying consumer needs, marketing and enhancing 
inter-company competition [2]. Hence, online reviews are a 
valid and valuable source of information that plays an 
important role in shaping the awareness and understanding of 
customers and users about the characteristics of products and 
the quality of service [3]. Considering online reviews of 
products and services by other users or next potential-
consumers provide them the opportunity to evaluate and 
compare products and services before making a purchase 
decision [3]. It can be claimed that 90% of future sales of 
products or services depend on the feelings and perceptions 
contained in the context of previous buyers' opinions. In other 

words, the purchase likelihood of a product with five reviews 
texts is 270% greater than the purchase likelihood of a product 
with no reviews [4]. Therefore, for e-commerce and online 
sales websites, it is vital that they carefully manage their online 
reputation using the comments and respond quickly to the 
complaints and preferences of their users and customers. 
Accordingly, comment classification and sentiment analysis of 
the e-commerce websites affect crucially on the survival of the 
aforementioned e-business in competition with others of its 
categories.  Further, the results can impact the business model, 
changing and updating warehouses based on customer needs 
and how services are delivered by e-commerce websites. It will 
also expand e-commerce and increase customer confidence in 
online shopping. Manually reviewing the bulk of published 
comments is difficult, time-consuming, and expensive. On the 
other hand, people post comments on web pages regardless of 
correct pronunciation and grammar or they may use emoji or 
signs. The same problem makes it difficult to extract logical 
patterns and accurate information from published and so-called 
unstructured texts [5]. To address these challenges, the 
sentiment analysis automatically reviews comments published 
on the web and reports on them in positive, negative and 
neutral statements [6]. In general, sentiment analysis 
techniques are implemented at three levels of document, 
sentence, and feature level, as well as under different 
approaches, the most important of which are the machine 
learning-based and lexicon-based approach [7-8].  

In recent years, due to the growing importance of a 
competitive business environment, researchers have sought to 
use sentiment analysis techniques to classify emotions and 
summarize opinions about products and services. Because the 
results not only help other people make better decisions, they 
are also essential for sellers and producers of products and 
services, marketing and advertising groups, or other 
intermediary organizations. In a way, it helps manufacturers 
and merchants to increase their marketing strategies and 
understand their customers' needs and interests, as well as to 
produce and deliver products tailored to their needs and 
expectations. Accordingly, Cambria believes that "we will 
gradually come to an era where people's opinions will shape 
the shape of the final products and services" [9].   

This research aims to analyze the sentiment and opinion of 
Handicraft's consumers since this category of products is of 
great importance in Iranian e-commerce at both the national 
and international levels. The analyses were made on evaluating 
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the sentiment comments on the exact "product" and "E-
commerce Website Services", separately. To date, there is no 
evidence on this aspect of this research published in the Persian 
language. Additionally, the emotion text comments and tweets 
were classified using XGBoost Algorithm. Besides, the word 
cloud technique used to display the most important and most 
frequent words in the studied context. There is no evidence of 
the application of the last two mentioned techniques in Persian 
language researches.  

2. RESEARCH BACKGROUND 

In this section, the performed researches about sentiment 
analysis of products using the machine learning approach are 
discussed. Although, there is a very limited number of Persian 
language research in the field of sentiment analysis of products 
and services, recent and more reliable studies are mentioned 
here due to the importance of the results provided.  

Raeesian Fard and Rezaei [10], presented an aspect-based 
sentiment analysis model to summarize the text of Persian-
language customers' opinions. The data set in their research 
included customer opinions about the "mobile" product. The 
proposed model consisted of three parts: 1) preparing the list of 
features and theoretical words, 2) pre-processing of the text, 
and 3) determining polarity "semantic orientation" of features. 
They eventually, displayed the results of summarizing 
customer reviews in a five-level format (very poor, poor, 
average, good, very good) to other users.  

Haddadi [11], used the supervised algorithms (KNN ، 
Decision Tree and Naive Bayes) and sentiment analysis 
techniques to analyze "comparative and non-comparative 
comments of Persian-language customers about product 
criticism". The data set in his research included customer 
reviews that have criticized the "two models of mobile phones 
at the digikala site". His research results demonstrated that 
removing "comparative entities" in product reviews can 
improve the accuracy of the algorithm for classifying 
comparative comments. 

Fan et al. [12] believe that the text of online reviews has a 
significant impact on product sales. Accordingly, in their 
research, they have used a machine learning approach and Bass 
and Norton models to predict product sales based on the 
context of online reviews. In the beginning, the preprocessing 
steps were performed on the texts of the comments about the 
"automotive industry", using word segmentation and word 
frequency statistics methods. The Naïve Bayes algorithm was 
then applied for sentiment classification and sentiment 
analysis. Next, Bass and Norton models were used to predict 
sales, based on Naïve Bayes' results, which revealed that the 
Bass model had a better performance in predicting sales. Khan 
and Malik [13] worked on sentiment classification of Urdu-
speaking customers. Initially, pre-processing was performed on 
2000 automobiles reviews texts. Next, for the feature selection, 
they used the “String To Word Vector” method in WEKA 
software. Finally, for sentiment classification to two positive 
and negative groups, SVM, KNN, Decision Tree, Multinomial 
Naïve Bayes, Deep Neural Network, Random Forest, Bagging, 
AdaBoost algorithms were applied. The results show that 
Multinomial Naïve Bayes with 89.75% accuracy has the best 
performance.  

Das and Chakraborty [14] used the TF-IDF method with 
the Next Word Negation (NWN) for sentiment classification. 
For the feature selection step, they compared the performance 
of three techniques of the binary bag of words model, the TF-
IDF model and the TF-IDF hybrid model with the nearest 
negative word (NWN). The results show that the combined TF-
IDF and NWN models increase the accuracy of the sentiment 
classification model compared to the other two methods. It was 
also found that the linear support vector machine algorithm 
performs better than the Multinomial Naïve Bayes and the 
combined algorithm of Max Entropy Random, Forest (MERF) 
has the best performance.  

3. RESEARCH IMPLEMENTATION METHOD 

Overall, the sentiment analysis framework includes three 
stages of data preparation (collecting opinions, pre-processing, 
feature selection), Review Analysis (identifying, extracting 
useful information from comment texts using different 
algorithms and techniques), and Sentiment Classification (SC) 
(Sentiment classification, Evaluation of results) [15-16]. In this 
study, a framework based on the basic steps of sentiment 
analysis is suggested, as illustrated in Figure 1, to analyze the 
users' comments on the e-commerce website. 

3-1. Dataset 

In sentiment analysis, the collection and selection of 
appropriate datasets should be based on the type of analysis 
and concerning for the target subject. Indeed, the richness of 
the data selected for classification should be considered. For 
example, to check the sales volume and requirements of the 
product, it is necessary to collect and review users' opinions 
regarding the same product and company. So far, most of the 
existing datasets in sentiment analysis are in English and very 
few amounts of existing datasets are dedicated to the other 
languages, i.e. Persian language.  However, in this study, web 
crawling techniques were used through which Persian-language 
users' opinions were analyzed after being extracted from the e-
commerce website and Digikala online sale site.  

3-2. Pre-processing 

Pre-processing is the first step in matching the textual 
documents to their presentation in a suitable format, which 
includes cleaning and preparing the comment text for other 
processing steps. Pre-processing of Persian language texts is 
very important due to its specific challenges and complexities 
[17]. As Persian is one of the non-structured languages, there 
are some obstacles that researchers encounter when analyzing 
the context of Persian reviews than other languages [17]. In 
Persian, if the letters and signs are not written in the same way, 
the texts cannot be analyzed and the obtained results would not 
be correct. 

Therefore, applying a pre-processing step for Persian 
language dataset analyses is a pre-cursor of Persian language 
sentiment analysis.  

3-2-1. Normalization 

Normalization of textual data has done to sort the text and to 
integrate the characters by replacing the standard characters in 
the input text. In Persian, some words have several written 
forms and some have different structures due to different types 
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Fig. 1. Proposed Research Architecture

of spaces or half-spaces. Hence, the normalization process in 
Persian text, punctuation, letters, word spacing, abbreviations, 
etc. was performed by converting it to a standard form without 
any semantic changes in the text.  

Normalization in Persian text involves converting Arabic 
characters, also existing figures from different languages to 
Persian equivalents, aligning distances and converting all forms 
of distance, half-distance, and no-spaces into a single form, 
removing symbol "~" in "آ”, removing Arabic signs such as 
Tinnitus, exacerbations and other symptoms [18]. Also, 
deleting the "-" character, such as converting the word "خـــوب" 
to "خوب" and converting the "ب" attached to the beginning of 
the words to "بو", are other steps in the normalization of the 
Persian text. 

3-2-2. Removing prayer sentences 

In the context of the comments, some sentences began with 
phrases like " شای کا " (I wish), "اهیدوارم" (I hope(, "کاش" )wish( 
they are called "prayer sentences". Using these statements, the 
speaker does not express his views on the subject but expresses 
his desire and expected state [10]. It is, therefore, necessary to 
examine the prayer sentences in the comments and remove 
them if they lack emotion and value. To the best of my 
knowledge, there are a few kinds of research in the Persian 
language which have performed “the removing prayer 
sentence” step. 

3-2-3. Removing stop words 

Stop words are part of a sentence that, unlike the many 
repetitions in the text, are semantically unimportant, of less 
importance, unnecessary and unused at any stage of the 
sentiment analysis [19]. Thus removing stop words as trivial 
words, which are not measured as "keywords" in text, can 
improve the accuracy and speed of text mining algorithms 
without destroying the meaning [20]. The list of stop words 
should be based on the intended use of text mining. For 
example, the words "ىست" (is) and "نیست" (is not) are not 
important for the subject classification of the text, while they 
can be effective in emotion analysis. It should be noted, 

however, that the terms differ depending on the different 
formats, rules, and commands for language in each country. 
However, a complete list of stop words in Persian is not 
provided, which is one of the major challenges in Persian text 
analyzing research. 

3-2-4. Tokenization  

Tokenization is the process of breaking a text into 
meaningful units such as words, paragraphs, symbols, and 
other elements known as sequences of signs. At this point, 
punctuation and unnecessary signs will be deleted and word 
boundary, are determined based on the distance between 
words. Tokenization often occurs at the word level, and 
extracted units are used as inputs for other modules such as 
stemming or tagging. In this study, the text of the comments is 
broken down into units with the meaning of "word" using the 

tokenization process. Such as “  زهاندا و یو سنت خاص یفک یرو طراحی
 design on the bag is special and traditional and the“) ”مناسب است

size is appropriate.”) that is converted to 

[ "است"،"مناسب"،"اندازه"،"و"،"سنتی"،"و"،"خاص"،"کیف"،"روی"،"طراحی"  ] 

(["design", "on", "the", "bag", "is", "special", "and", 
"traditional", "and", "the", "size", "is", "appropriate"]) using 
tokenization. 

3-2-5. Stemming  

In each language, words have different appearance forms, 
depending on their semantic and syntactic roles, indicating 
their different meanings. In many applications of natural 
language processing and information retrieval, it is necessary to 
convert all derivatives of a word to its root (simple word form). 
Stemming involves removing the suffixes and prefixes of 
words and extracting their roots according to the rules of word 
construction [21]. The stemming process allows different forms 
of a word to be transformed into a single form [22], reducing 
the number of features and their dimensions. In this research, 
the deletion of suffixes, prefixes, and root extraction of words 
under the rooting process are implemented completely on the 
comments text.   
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Such as “ هتفاوتند خیلی سفالی ىایگلداى ىایاندازه و رنگ هتاسفن ” 
(“I'm sorry, the colors and sizes of pottery pots are very 
different.”) that is converted to “  خیلی سفال گلداى اندازه و رنگ تاسف،
 sorry, the color and size of pottery pot is very“) ”هتفاوت
different.”) using stemming. 

3-3. Feature Selection  

Semantic comments contain both valuable words and words 
that have no semantic value. Therefore, to better understand 
comments and before developing a model for sentiment 
classification, it is possible to distinguish important words from 
other words and to identify and select some of the most 
important features in the context of comments. Therefore, 
feature selection is considered as one of the most important 
steps in opinion mining that by eliminating irrelevant and 
duplicate features, it reduces dimensionality, improves the 
performance of classifiers, and speeds up machine learning 
algorithms [23-24].  

In this study, the TF-IDF method is used to select 
appropriate properties of comment text and also to convert text 
comments to numerical vectors for use in other processing and 
machine-understandable steps. Hence the Weighted Frequency 
or Word Frequency-Inverse of Document Frequency (TF-IDF) 
approach is one of the most common feature weighting 
methods, which calculates not only the number of repetitions in 
a document but also the relevance of the word in the document. 
It assigns weight to each word (feature) in the text and 
determines how important the word is. The higher the TF-IDF 
for a word or feature, the more important it is in the text. At the 
end of the feature selection process using TF-IDF, and based 
on "The idea TF-IDF is that the most used words, have highest 
values than the others less used [21]", the words that have the 
"highest values" or "highest weight" are introduced as 
"keywords" and "key features" to the next stage for 
classification. 

3-4. Comments Text Classification 

In this study, in addition to the sentiment analysis of 
opinions about products, the emotions in the context of 
comments related to e-commerce web services are also 
analyzed. By primarily examining the dataset, it is inferred that 
some shoppers have examined the characteristics of products 
such as color, quality, price, and dimensions in their comments. 
Such as " قبولو فقط قیوتص گرونو قابل ساختطن کیفیت و جنسص خوضگلو ” (“it 
is beautiful and its fabric and quality is acceptable but it’s 
expensive “).  

Others, in addition to commenting on the product, have also 
reviewed the services offered by the Digikala website such as 
delivery time, product packaging and photo and product 
matching. Like, “ کالا با تاخیر ارسال کردکیف خوبیو ولی دیجی ” (“It's a 
good bag, but DigiKala delayed”). A small number of buyers 
have not reviewed the product features and services offered by 
the website and have generally commented. Like “عالیو” 
("Great" or "awesome"), "افتضاحو" (“Awful”) and other 
comments as expressed. Therefore, at this stage, to analyze the 
text of comments more accurately and more thoroughly, and to 
achieve better results in the sentiment classification, the SVM 
algorithm is used to classify comments into two groups 
Comments on Products and Comments on Digikala website 
services. 

3-5. Classification and Sentiment Analysis 

Sentiment classification focuses on the classification of any 
text or document and generally involves the process of 
identifying the emotions or polarity contained in the text or 
document [25], which classifies texts or documents according 
to the type of their polarity to their categories of positive, 
negative or neutral [26]. In this study, the XGBoost algorithm 
is used to sentiment classification into three groups of positive, 
negative and neutral, based on machine learning and sentence-
level approach. Because studying and classifying neutral 
opinions plays an important role in the decision making of 
individuals and organizations, the polarity of neutral emotions 
is determined only at the sentence level. 

3-6. Word Cloud Technique 

Word clouds are techniques for visualizing words based on 
the number of repetitions or the importance of each word in the 
text [27]. The larger the word in the word cloud is, the greater 
the weight and frequency of repetition in the text would be, 
emphasizing its importance. Word cloud results help users 
quickly identify the most used words in the context of product 
and service comments and understand their ideas more 
tangible. Besides, manufacturers, companies and e-commerce 
websites can use word clouds results to deliver more attractive 
and effective advertising. 

4. IMPLEMENTATION AND ANALYSIS OF RESULTS 

In the present study, normalization, tokenization, and 
stemming were being done using “Hazm” library and removing 
stop words and removing prayer sentences are done using 
Programming in Python. Also, for the feature selection process, 
categorizing the comments’ text, “scikit-learn” library was 
used and finally for the classification and sentiment analysis 
the “xgboost” library is used in the Python environment. 

4-1. Dataset 

Initially, 2601 comment’s text on handicraft products were 
selected from the Digikala website as a dataset. In the initial 
review of the comments which were done manually, the 
commented text was only “سلام” ("hi"), “ سلامبا  ” ("hello") and 
the duplicate comment text recorded by a user with duplicate 
content about a product on various dates were deleted. So the 
dataset contains 2182 comment texts. It was also noted in this 
review that the data set contains only product buyers' 
comments. As it can be claimed, all reviews are valid and 
devoid of any comments provided by some users or even some 
manufacturers in a false sense with the intent to destroy or 
promote the product. According to the available dataset, 
comment providers include 1084 male users, 954 female users, 
and 144 guest users, which accounted for 49.67%, 43.72% and 
6.61% of the total number of comments, respectively. Users 
have recorded their views on the various categories of the 
handicrafts found in the Digikala website (Figure 2). Most 
comments are dedicated to the “کیف چرم” )"Leather Bag"( 
category (577 comments, including 384 male user reviews, 146 
female user reviews, and 47 guest user reviews) and the lowest 
number of comments to the  کوبی" "فیروزه  (“Firoozeh koobi") 
category (11 comments, including 9 male and 2 female). 
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Fig. 2. Number of comments for each products category in the dataset 

4-2. Pre-processing 

In the initial review of the dataset, it was found that users 
used different writing methods to record their opinions. Some 
have recorded their views in the form and structure of 
conversational sentences, among which there are many 
misspellings. Others, with a limited number, have submitted 
their comments by following Farsi grammar rules in the 
official format. Therefore, before the start of the pre-
processing, the text of the informal and folk commentaries was 
replaced by the process of Slang to Formal Converter and 
correct forms that correspond to the official textual sculptures, 
dictionaries and other encyclopedias available in Persian. Also, 
spelling mistakes and inappropriate words in the comment text 
were corrected based on the root of the words and the most 
similar word for the meaningless words whose word or root 
does not appear in the list of formal or spoken word and phrase 
words. The normalization process was then performed on 2182 
comments. By deleting the prayer sentences the number of 
comments reached 2175 comments. There were 20828 words 
in the comments, with the elimination of stop words and 
product names reaching 11475 words. There were 11475 words 
in the tokenization process followed by only 5976 in the 
stemming process. 

4-3.  Feature Selection 

At the end of the feature selection phase, a table is obtained 
using the TF-IDF method in which the comments text is 
displayed as numerical vectors and used as input in the next 
phase. Table 1 lists some of the outputs of the TF-IDF on the 
comments in this study. A numeric value of zero in each 
column indicates that the word in question has not been used in 
the comment text. Before There were 1977 features in the 
comments before pre-processing execution, however, is 
reduced to 775 of the total 2175 theoretical examined texts at 
the end of this phase It is worth to note that during pre-
processing of the words, stop words, product names and 
positive verbs that did not affect the polarity of the comments 
were eliminated, as well as during the stemming process of 

different text forms for a word they have been transformed into 
one. Therefore, the number of features proposed is statistically 
accurate compared to the number of features pre-processed.  

4-4. Comments Text Classification  

The SVM algorithm was used to distinguish the comments 
as either the comments on the products or the comments on 
Digikala website services. By examining the dataset, it was 
determined that there were a total of 2502 sentences in the 
2175 comment texts, which labeling process was performed 
manually. The zero-number tag was provided for comments 
related to the Digkala website services (such as service, 
shipping, packaging, image and product description). Instead, 
the one-number tag was provided regarding the numerical 
labels related to product specification (such as color, price, 
design, quality, size, and fabric) and general product-related 
comments (such as excellent, awful, ... ) .Then 80% of the 
comments (2001 comments) were assigned to the training 
group and 20% (501 comments text) to the experimental group. 

After creating the model using SVM, the comments were 
classified into two groups with 99.2% accuracy. Finally, the 
performance of the model was evaluated using the k-fold and 
confusion matrix (Table 2). 

In the end, it was identified that using the SVM algorithm, 
among the 2502 sentences in 2175 comment texts, 2096 
comments (sentences) were on products and 406 comments 
(sentences) were on Digikala website services (Figure 3). 

4-5. Classification and Sentiment Analysis 

In this step, the XGBoost algorithm is used to analyze and 
classify the sentiment in the comments into three groups of 
positive, negative and neutral. It should be noted (it is 
necessary to note), each of the stages of feature selection, 
polarization, Parameter Tuning of XGBoost, and the creation 
of an XGBoost sentiment classification model, are 
implemented separately on Each group of comments on 
products and service reviews. The sentiment classification in 
this study consists of four steps, which are described below: 
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TABLE 1. DISPLAY TEXT OF COMMENTS AS NUMERICAL VECTORS USING TF-IDF 

Step 1: Using TF-IDF, the features of each group of 
comments (products and services) were identified and selected 
(Table 3). 

Step 2: Python language libraries used to determine text 
polarity do not support Farsi. Thus, the labeling of the polarity 
of the comments was done manually, and to each comment text 
in each group of comments (products and services), a polarity 
was assigned from a set of numbers (+1, 0, -1) that indicate the 
emotion orientation with "+1" positive polarity, "0" neutral 
polarity, and "1-" negative polarity, respectively. 

Step 3: The XGBoost model in Python for classification, is 
called the XGBClassifier and contains parameters that use the 
Grid Search method separately for each group of comments 
(products or services) before creating a model to obtain the best 
accuracy in emotion classification. 

Step 4: To create the sentiment classification model, each 
group of comments received 80% and 20% of the training and 
experiment groups, respectively (Table 3). Finally, the 
sentiment classification model was created separately based on 
the optimal parameters associated with each group of 
comments set and implemented on the comments text, the 
results are as follows: 

Product comments were classified into three groups: 
positive, negative and neutral, with 95.23% accuracy and the 
model performance was evaluated using confusion matrix and 
k-fold (Table 4). 

It was found that out of 2096 product reviews, 1447 had 
positive polarity, 40 had neutral polarity and 609 had negative 
polarity (Figure 4). 

Comments on services were classified into three groups: 
positive, negative and neutral, with 95.12% accuracy, and 
model performance was evaluated using confusion and k-fold 
matrices (Table 5). 

It was found that out of 406 comments about services, 153 
had positive polarity, 6 had neutral polarity and 247 had 
negative polarity (Figure 4). 

TABLE 2. PERFORMANCE EVALUATION OF SVM  

 Predicted values  

Confusion Matrix 
Number of 

comments(501) 
Label 1 Label 0 

77 2 75 Label 0 Actual 

values 
424 422 2 Label 1 

Accuracy Precision Recall F1-

score 
10-fold 

99 97 97 96.8 99.5 

Model accuracy: 99.2% 

TABLE 3. DATASET DESCRIPTION 

Dataset 
set Test set Train Number of  

Features 
Number of 

Comments 
Comments 

420 1676 695 2096 Handicraft Products 

82 324 203 406 Digikala website 
services 

 
Fig. 3. The total number of comments and sentences recorded on the e-

commerce website Digikala. The comments on products and Digikala website 

services are reported separately. 

In the end, the most important words in each group of texts 
about products and services comments are illustrated using the 
word cloud technique in Figure 5. 
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TABLE 4. PERFORMANCE EVALUATION OF XGBOOST (FOR THE COMMENTS ON 

THE PRODUCTS) 

 Predicted values  
Confusion Matrix Number of 

Comments 
Label 1 Label 0 Label -1 

109 8 0 101 Label -1  

Actual 

values 6 2 3 1 Label 0 

305 296 1 8 Label 1 

Total 

Comments 
Accuracy Precision Recall f1-score 10-fold 

420 95 88 80 83.69 94.39 

Model accuracy: 95.23% 

TABLE 5. PERFORMANCE EVALUATION OF XGBOOST (FOR THE COMMENTS ON 

DIGIKALA WEBSITE SERVICES) 

 Predicted values  

Confusion Matrix 
Number of 

Comment 
Label 1 Label 0 Label -

1 

49 2 0 47 Label -

1 

 

Actual 

values 1 0 0 1 Label 0 

32 31 0 1 Label 1 

Total 

Comments 
Accuracy Precision Recall f1-

score 
10-fold 

82 95 95 95 94.7 95.07 

Model accuracy: 95.12% 

5. CONCLUSION 

Recent trends in buying products and services from online 
sale e-commerce websites show that customers and users read 
reviews of previous buyers before deciding to buy and will be 
more willing to buy recommended products and services from 
other buyers than non-recommended products and services. 
Therefore, opinion mining, by sentiment classification about 
products/services, seeks to provide important information for 
other users, companies, and organizations to make appropriate 
decisions. Also, manufacturers and suppliers of 
products/services, and e-commerce websites, using opinion 
mining and its results are trying to identify the patterns of 
consumer behavior that make a lot of changes in the structure 
of businesses and using it, take effective steps to succeed.  

This research aimed to analyze the content of users' comments 
on online sale e-commerce websites. The sentiment analysis 
techniques were used at the sentence level and machine 
learning approach. A pre-processing step and then the TF-IDF 
method for selecting features were implemented in the 
comments text. The comments text’ were classified into two 
groups of products and services comments using the SVM 
algorithm with 99.2% accuracy. However, the sentiment of 
comments was classified into three groups of positive, negative 
and neutral using XGBoost algorithm. The results show 
95.23% and 95.12% accuracies for the classification of 
sentiments in comments about products and about services, 
respectively. finally, based on the results obtained from the 
research, it can be acknowledged that sentiment analysis of 
comment texts about the products and services offered on the 
e-commerce website is very important and valuable; and in 
addition to volume of sales of the products/services, it affects 
e-commerce website reputation which is one of the key 
parameters in selecting products and services for other users. It  
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Fig. 4. Sentiment Classification of comments on both products and Digikala 

site services. 
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(b) 

Fig. 5. Word cloud. (a) Word cloud for comments on products. (b) Word 

cloud for comments on services. 

is also a cost-effective way to gain other users' trust and free 
marketing content for the websites and products offered. 
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